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Abstract. Entertainment robots throughout theme parks are well known. In this chapter, we briefly discuss some background of automated robots and define some terms that help describe methodologies and concepts for autonomous shows within a flexible narrative. We assert by using some basic rules and concept that entertainers applied during a show, applies to autonomous interactive shows as well. We discuss our multimodal sensory setup and describe how we applied these basic rules and concepts to a show. We assert that it is uniquely important in the study of autonomous for theme park and location base entertainment.
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1. Introduction

In ancient China, a book called, Stories of Government and People (Chao Ze Qian Zai) describe tales of wooden mechanical robotic technology. One mystical tale describes how King Lang Li forms the Qi Dynasty (550–577 A.D.) build a dancing robot that when offered a drink; it would turn to the person offering the drink and bow. Five hundred years later, Leonardo da Vinci builds a self-propelled mechanical walking lion that opened his chest and presented various lilies and other flowers as homage to the new king Francis I of France in 1515. Further, in the 16\textsuperscript{th} century, technology for creating autonomous robotics grew, when clock-making technology in Europe flourished. The 18\textsuperscript{th} century brought increasing precision and reliability in clock performance that allowed for more autonomous human like systems. This enabled the creation of Jaquet-Droz automata, an autonomous hominoid (Young Boy) that gave the illusion of writing letters [6]. In Asia, one set of Japanese manuscripts published in 1796 called Illustrated Machinery (Karakuri Zui) by Hanzo Kosokawa describes how to make nine karakuri dolls, including the famous tea-drinking doll. In 1962 Walt Disney premiered a show called “Great moments with Mr. Lincoln” at the World’s Fair. A similar show still runs at Disneyland [16].

1.1 Autonomatronics

Autonomatronics is simply the use of sensor fusion with artificial intelligence, enabling audio-animatronics to be independently responsive and reactive to external stimuli. Abraham Lincoln was the first human Audio-Animatronics character. Today, modern entertainment robots throughout theme parks are well known to the public. Two major types of robots entertain people in theme parks. The first types of these robots are audio-animatronics, coined by Walt Disney Imagineering for robots that deliver preprogrammed animation and audio or speech dialog to support experience and story throughout a well-defined narrative. Disney is unique in that instead of developing robots to perform task, our robots perform in shows. We have to solve a set of unique challenges to make our robotic come across as believable characters with distinct personalities and whom are guest can form an emotional connection. These automated robots are design to look alive through expressive motion and audio, but they differ from other types of robots in that they do not respond to external stimuli from our guest.
Each of these categories has its own technical challenges. Braezeal and Fong describe the challenges in the design of interactive robots in general [5] [6] [7] [11]. One major challenge is vision tracking of multiple objects with persistence [3]. However, Donald Reid, describes a general solution to the data association problem of tracking multiple objects with the known limitations for real-time [9]. We still have to consider difficult detection for unconstrained environments [14].

Voice recognition is another formidable challenge. Word recognition is challenging with low single to noise ratio environments, prevalent in theme parks and public places. Also voice recognition for children, foreign languages, accents, limit use of such technology [12] [13].

Lastly, Brain or AI addresses only primitive needs. Role-playing games (RPG) still really on elaborate state machines or conversation trees and thus fell modal and unnatural. Characters employing such methods think more strategically and don’t focus on building relationship with the person they are interacting with.
3. Autonomatronics Play Test

The Autonomatronics Play test was designed to test this flexible narrative concept with a show time boundary of six minutes [14]. We had the opportunity to play test the autonomous show at Disney’s D23 conference [15]. The Show played every fifteen minutes, 8 hours a day for 5 days. The Actors consisted of two characters, the first was an Audio-Animatronics’ Bird called “Glayds” (see Fig 5) and our second actor was the new Autonomatronics robot called “Otto” (see Fig 6). The show consisted of six acts that employed this flexible narrative. During the show, Otto and Gladys never relinquish control of the narrative.

Fig. 2. Picture of Glayds

Fig. 6. Picture of Otto
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Abstract. Astor is a tool that proposes mechanisms and strategies to improve the treatment of conflicts in AspectJ. These strategies are supported by means of the addition of a Conflict Manager component. This component fulfills two main functions: to detect conflicts automatically and to apply wider resolution strategies that those that AspectJ has itself, semi-automatically. The conflicts detection acts by a classification of the same ones for likeness levels and the resolution is made following the guidelines of a taxonomy that provides six resolution categories. The tool implementation is based on the AspectJ code pre-processing, being this the only requirement for its use.
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1 Introduction

Throughout the history of software engineering, the aim has been to organize and decompose software into primary and comprehensible components. That is to say, the encapsulation of state and behaviour by means of procedures, classes, monitors, abstract types, objects. Current methods, notations, and languages concentrate on finding and composing the functional units of an application. However, as non-functional requirements have also added to the scope and complexity of current applications, obtaining and maintaining a separation of concerns through all levels of software development is still a problem.

The Object-oriented paradigm supports the decomposition of a system through modularization by classes or objects, but despite this asset, there is always a dominant decomposition concern during software development [24]. This dominant concern is usually related to the innate functionality of an application. Consequently, the addition of non-functional features or aspects such as synchronization, tracing, error handling, persistence, and so on, often leads to invasive changes that do not align with the functional components of the system. As a result, the new feature code is scattered across multiple classes and leads to tangled code, and the desired encapsulation and separation of concerns is lost.

Aspect-Oriented Programming (AOP) [13] is a widespread and experimented approach to the separation of concerns [5] [17] [12]. The goal of aspect-oriented software development is to provide explicit support for modularizing the crosscutting concerns of a system. In AOP these overlapping or crosscutting concerns are encapsulated in separate modules called aspects, which code is woven into the functional components of the system at predetermined join-points. Current approaches and techniques for AOP [1] [9] [10] [18] differ on many issues. Some of these issues include the way and timing for the composition of aspects with other components, whether aspects may be composed with other aspects, how to improve aspect reusability, and how conflicts among multiple competing aspects are solved.

One of the problems of Aspect-Oriented Software Development (AOSD) [15] current approaches and techniques is the lack of support for the definition and handling of conflicts among aspects. When more than one aspect is associated to the same object or components and these aspects are not totally independent, the system’s behaviour may be unpredictable. In most of the AOP tools, the identification and resolution of conflicts is an absolutely manual task.
• pointcutexample1 composes a primitive cut call on the join-point void ClassId.methodId() that is associated to an around advice and pointcutexample2 composes a primitive cut call on the join-point void ClassId.methodId() is also associated to around advice.

```
aspect AspectExample1 {
    pointcut pointcutexample1(): call(void ClassId.methodId());
    before(): pointcutexample1() { ... }
}

aspect AspectExample2 {
    pointcut pointcutexample2(): call(void ClassId.methodId());
    before(): pointcutexample2() { ... }
}
```

Listing 1.

Similarly potential conflicting situations are generated for the primitive cuts types: execution, set, get, handler, preinicialization, inicialization, etc.

### 4.2 Partial Likeness Conflict

A potential conflict of partial likeness exists if two aspects define pointcuts which join-points and advice are the same (Listing 2).

```
aspect AspectExample1 {
    pointcut pointcutexample1(): call(void ClassId.methodId());
    before(): pointcutexample1() { ... }
}

aspect AspectExample2 {
    pointcut pointcutexample2(): execution(void ClassId.methodId());
    before(): pointcutexample2() { ... }
}
```

Listing 2.

In this conflict level, aspects are woven in a preset order, the aspect execution can be uncertain if these are not independent. For example, in Listing 3 Fig.Persistance aspect always serializes a null object, because the advice associated to the pointcut pcicrc1 is executed after the advice of Fig.Cleaner aspect associated to the pointcut pcirc2, which sets the radio of the circle.

```
aspect Fig.Persistance {
    pointcut pcicrc1(Circle c): call(void Circle.set*(..)) && target(c);
    after(Circle c): pcicrc1(c)
    {
        ObjectOutputStream out=new ObjectOutputStream(...);
        out.writeObject(c.getRadio());
    }
}

aspect Fig.Cleaner {
    pointcut pcirc2(Circle c): execution(void Circle.set*(..)) && this(c);
    after(Circle c): pcirc2(c)
    {
        c.setRadio(null);
    }
}
```

Listing 3.

These situations happen when the semantics of primitive cuts indicates a different woven place or execution point. But, the aspects can be activated on the same join-points (methods or attributes) and they can manipulate the same context information (with the primitive cuts: this, target and arg). In this way, and according to aspect-oriented languages properties defined in [27], the partial likeness conflicts among aspects suppose a possible violation of the principle that denoting that the aspects should not interfere among them.
For example, if one chooses the optional category, the conditions must be detailed. Then, the application of the resolution on the aspect code is automatic (edition of the code source is not required). That is to say, the aspect code is modified in a transparent form for the programmer. The ‘none’ category, is not part of the taxonomy, has been included in case the conflict detected does not cause an undesirable execution. In this case the developer does not require a different resolution. The selection of none category serves to the conflict does not appear in future detection processes.

The source code of the applications is manipulated alone in two situations. The first is when the ‘Reader’ object analyzes the classes and aspects structure and the second is when the ‘ASolve’ object introduces modifications in the aspects.

Once all the resolutions have been applied, the compilation and execution process of the application proceeds in the traditional way.

### 6 Related Work

Several works have been developed in order to detect and solve conflicts situations among aspects. The first directly related work with the detection and resolution of conflicts seems to be [6] [7]. The authors hold that the treatment of the conflicts among aspects should be carried out in a separate form from the aspects definition. A model of three-phases is intended for the programming of multiple aspects: (i) Programming; (ii) Analysis of conflicts; (iii) Resolution of conflicts. The programmer solves the interactions using a dedicated composition language. The result of this phase can be again checked in phase (ii). The solution is based on a generic framework for AOP that is characterized by a very expressive language of crosscutting cuts, static conflicts analysis and a linguistic support for the resolution of conflicts.
of a taxonomy that propose six resolution categories. The proposal has been implemented in a tool denominated ASTOR. It is based on pre-process of AspectJ code.

ASTOR allows one to construct aspect-oriented applications with AspectJ in a normal way. However, the developer does not have to pay attention to the conflicting situations among the aspects of the applications. The conflicts are automatically identified and a more flexible resolution can be applied. The programmer has to be concentrated on the functional components of the application and the aspects that crosscut it.
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Abstract. The automatic generation of accurate 3D models from photos is a complex task requiring a mathematical formulation between image and object spaces. In this chapter an innovative methodology to transform 2D photos into 3D physical replicas is illustrated and discussed, with a particular attention to images taken by people who are not expert in the field of 3D reconstruction, computer vision, photogrammetry and surveying. The main idea is a procedure which can be easily managed by tourists who want to obtain 3D models during their holiday trips, by using images taken with both amateur and professional cameras, but also with mobile phones and video-cameras. Obviously, the method can be easily employed by archaeologists, curators and restorers for their technical work. Free-form objects (eg bas-reliefs, decorations, and ornaments) are analysed, with an extension towards more complicated objects (eg building facades and architectural scenes). Results are shown using real examples, collected by the author during a trip to Rome.
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1. Introduction

It is normal for tourists to take holiday photos, which are then printed, organized into folders, shared on the Internet or loaded into digital frames. Digital photography has had an incredible impact on people. It has changed the way people acquire, share, modify, enhance and display images. Almost everyone has a digital camera today, as it is one of the easiest tools to capture, store and remember our special memories.

Digital images have several advantages with respect to film-based pictures, eg the possibility to acquire a great number of images without the need of developing them for simple visualization purposes (dark rooms are now a thing of the past). The storage capacity for digital images is enormous, and an image can be reviewed, edited or enhanced immediately after its acquisition. Images can be displayed without any extra cost with digital frames, monitors or projectors. Furthermore, the exchange of information is rapid and the distribution of the data on the Internet is becoming more popular. Several websites offer the possibility to share images (e.g. Facebook, Flickr, Google, …), presenting new opportunities for scientific purposes, especially in the field of reality-based 3D modelling. However, this is not a simple issue. Anyone can transform the world into an image (3D→2D) with his camera, but what about the opposite (2D→3D)? Fig. 1 shows the typical result obtainable with the implemented software and a set of images acquired with a digital camera. The final reconstruction is both automatic and accurate, meaning that manual measurements are not needed and the replica can be used not only for visualization, but also for metric purposes.

Fig. 1. The idea behind this work: a set of images is transformed into a 3D material replica
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Fig. 2. The pipeline of the proposed procedure for 3D modeling and physical replica creation. It is interesting to notice that the image correspondences in 2 and 4 are automatically detected.

3 The Phases of Reconstruction

As previously mentioned, the automated reconstruction of the photographed object with the proposed strategy is based on advanced techniques for image matching, wrong correspondence detection, image orientation and surface measurement. These algorithms are the current state of the art for this kind of application.

3.1 Image Acquisition and Camera Calibration

It is important to acquire good images, i.e., from different angle shots and with a good distribution around the objects. Basically, it is not difficult to obtain such a result. In the case of convergent images (e.g., when moving the camera from left to right, following a curved trajectory) all consecutive images should have a short baseline. The proposed method can work even with highly convergent images. However, low angle shots (less than 15°) are recommended to facilitate the automatic elaboration.

To improve the quality of the final 3D model, the camera should be calibrated beforehand. This is not strictly mandatory but is highly recommended. Several low-cost photogrammetric software (e.g., iWitness, PhotoModeler, ...) can solve this task in a fully automated way. As the procedure is based on the use of PhotoModeler during the image orientation phase (see next section), camera calibration can be carried out with the special calibration polygon of the software.

In photogrammetry, a camera is termed calibrated if the interior orientation parameters (principal distance $c$ and principal point position $(x_0, y_0)$) and distortion coefficients are known. Image distortion generates a misalignment between the perspective centre, the image point, and the object point. It is quite simple to understand that the collinearity principle, which is the basis for image orientation, is no longer respected. Modelling lens distortion allows a significant reduction of this effect. A calibrated camera is a powerful measuring tool, with precisions superior to 1:20,000, as reported in vision metrology applications [26].
(with respect to image $V$ and $W$), $x_i^U \leftrightarrow x_j^V \leftrightarrow x_k^W$ become tie points. Finally, the image points can be refined, decimated and homogeneously distributed in the images [36].

This procedure has a drawback: as a generic block of $n$ images can be considered composed of $(n^2-n)/2$ combinations of stereo-pairs, the exhaustive pair-wise matching has a quadratic computational cost. However, if images form an ordered sequence, the number of image combinations to be worked upon becomes $n/2$, with a significant reduction of computational time. A sequence is made up of $n$ consecutive images. As the overlap between consecutive images is guaranteed, a fast procedure for image correspondence matching was developed. If $I$ is a generic image, each triplet $T_i$ is made up of the images $\{I_i, I_{i+1}, I_{i+2}\}$. Then, for each triplet $T_i$ the pairs of images $C_i = \{I_i, I_{i+1}\}$ and $C_{i}′ = \{I_{i+1}, I_{i+2}\}$ can be independently matched in order to determine a set of homologous features. The homologous features of the remaining pair $C_i = \{I_i, I_{i+2}\}$ are determined from the numerical values only. In fact, as $I_{i+1}$ is the central image of the triplet, it shares tie points with the outer images $I_i$ and $I_{i+2}$.

In this case it is possible to transfer tie points from at least three images. After the single image triplet matching, the coordinates of points of consecutive triplets are compared in order to determine correspondences in the whole sequence. The triplet $T_i$ and the next one $T_{i+1} = \{I_{i+1}, I_{i+2}, I_{i+3}\}$ share two images and tie points can be transferred with a simple comparison based on the value of the image coordinates. This method has a linear computational cost $O(n)$ with respect to the number of images.

### 3.3 Decimation of Image Pairs and Image Points

The use of feature-based operators like SIFT and SURF for the detection of image points allows the elaboration of complex close-range blocks. A large variety of deformities, for instance scale variations, radiometric changes, convergent angle views, and wide baselines, can be analyzed in order to obtain a good elaboration of complex close-range blocks. A large variety of deformities, for instance scale variations, convergent angle views, and wide baselines, can be analyzed in order to obtain a good elaboration of complex close-range blocks.

Normally, the image points detected in a fully automated way are more than sufficient for an estimation of the exterior orientation parameters. However, two opposite situations could occur:

- a great number of image points is the final result of the feature-based matching;
- the image block is composed of tens of images, which must be progressively elaborated.

The former, which seems a good result, has a significant drawback: if too many points are used during the bundle adjustment, it is impossible to obtain a solution due to the computational cost of the elaboration. This is the usual case of well-textured bodies with images having the typical configuration of aerial photogrammetric blocks. Here, the camera is translated and rotated around its optical axis during the acquisition of the images. SIFT and SURF are completely invariant to these effects and often provide too many points, more than those strictly necessary for a more traditional manual orientation. These problems are also increased by the use of high resolution images, elaborated without any preliminary geometric image compression.

To overcome this drawback an ad-hoc procedure for tie point decimation was implemented. After matching all image pair combinations, points can be reduced according to their multiplicity (i.e. the number of images in which the same point can be matched). A regular grid is projected onto each image, and for each cell only the point with the highest multiplicity is stored. Obviously, the same point must be kept for the remaining images.

The size of the cell depends on the geometric resolution of the images (e.g. for a 12 megapixel image, $4000 \times 3000$, a good choice is $200 \times 150$ pixels). This should be set manually.

It is important to apply this method after the concatenation of all image pair combinations. Indeed, this procedure cannot be used during the matching of the single image pairs. The method is also quite simple to implement and does not require a long elaboration time.

The second limit here listed is related to the number of images. For blocks made up of several tens of photos the elaboration time can significantly increase. In fact, for a block of $n$ images $(n^2-n)/2$ image pair combinations must be analyzed, with a consequent elaboration time proportional to the global number of combinations.

However, only a limited number of pairs share tie points, therefore the remaining ones should be removed from the elaboration. The method used to discard these useless couple of images is a visibility map, which must be estimated at the beginning of the elaboration.

The visibility map contains the connections between all image pairs sharing tie points, and can be estimated with a simple procedure: if high-resolution images are employed, a preliminary elaboration with compressed images (e.g. less than 2 megapixels) is rapidly performed. This provides the image
For each image a \( P \)-matrix must be estimated, then PMVS can automatically detect homologous points to create a dense point cloud.

The patches extracted with PMVS can be triangulated to obtain a mesh. A possible solution is the use of Poisson Surface Reconstruction software (http://www.cs.jhu.edu/~misha/Code/PoissonRecon/) [42], but for “flat-like objects” it is possible to employ a 2.5 representation. This allows the creation of a Digital Surface Model (DSM), which is a regular array of \( Z \) created by using the irregularly spaced \( XYZ \) data. Obviously, the original point cloud must be rotated in order to set the \( Z \) axis along the depth.

4 Experiments

During this year’s Easter holiday (2010) the author had the opportunity to visit Rome. Several objects were photographed with a low-cost camera (Samsung ST45, 4000×3000 pixels, costing roughly 120 Euros).

The route (Fig. 3) begins with the Baths of Caracalla, visiting the Arch of Constantine, the Roman Forum, Musei Capitolini, Palazzo Barberini, Piazza dei Tribunali, Castel Sant’Angelo and the Vatican City. In all, 11 objects were surveyed and presented, but many other datasets were collected. Obviously, these are just a few examples of what a person can find in Rome!

Fig. 3. The objects surveyed during the trip to Rome and their location: (1) Baths of Caracalla, (2) Arch of Constantine, (3-4) Roman Forum, (5-6) Musei Capitolini, (7) Palazzo Barberini, (8) Church of St. Louis of the French, (9) Piazza dei Tribunali, (10) Castel Sant’Angelo, (11) Vatican City
All objects were reconstructed with more than 2 images to obtain a reliable solution. From a theoretical point of view, 2 images are sufficient for a complete 3D survey. However, fully automated methods must be able to work with incorrect data. The use of multiple images provides additional equations for the same unknown value, with the consequent possibility to check the quality of the solution. The robust estimation techniques implemented in the procedure showed a good resistance against outliers, without increasing significantly the computational cost. For these reasons, a minimum number of 4-5 images per object seems a good choice. In addition, more images than those strictly necessary allow the analysis of partially occluded parts that are not visible in the case of a few images.

The digital model can be saved using different file formats, for an efficient distribution and a quick visualization with free viewers. As the accuracy of the model is similar to that achievable with photogrammetric techniques, these models can be used for metric purposes, after setting an opportune scale factor.

Fig. 5. Textured digital models and replicas printed with resinated chalk. The undulate edges are due to an automated elaboration (exception made for the scale of the model, the selection of the printable area, and the thickening of the reconstructed surface). To obtain sharp edges a manual editing is needed.

If the user wants to obtain a physical replica, the accuracy of the 3D digital model is normally superior to the printer resolution. This is useful for touristic applications, but also for accurate and detailed real surveys in the field of Cultural Heritage preservation, with an extension towards many other possible applications.

Fig. 5 shows two printed models. The printing took more than 6 hours, then the models were refined with a resin to strengthen the chalk.

5 Towards More Complex Scenes and Objects

Free-form objects (e.g. bas-reliefs, decorations, and ornaments) can be reconstructed with the method illustrated in the previous sections. For this particular kind of objects the combination of the proposed methodologies allows one to obtain a complete and detailed 3D model in a fully automated way.

In this paragraph the extension of the method towards more complex objects is presented. The main idea is the analysis of objects that have discontinuities and occlusions. This is the typical case of architectural
Fig. 9. Reconstruction of a bas-relief photographed in a famous Roman museum (Musei Capitolini): the matched image points between consecutive triplets (top), a 3D view of the camera poses (middle) and an anaglyph image of the final 3D model (bottom)
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Abstract. The deconstruction from a typographic selection allows the planning of a creative process as an authorial graphic language, committed with the contents: the formal expression of the alphabet enlarges its visual values beyond an exclusive interest on a geometric clarity. In this case, the proposal is its implementation in the signalling for a natural environment.
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1 Introduction

This paper describes the original creative process of a graphic catalogue for signalling, that reinforces the environmental keys in minimum safety conditions. Its implementation is conceived for a space with a large affluence of hikers where agricultural, fishing or livestock breeding activities can coexist with others with an especial interest of the natural and ecological kind, constituting a highly interesting landscape, eco-culturally speaking.

The didactical level is highly emphasized, and acts as a starting point for the development of orientation projects that can be exported to other locations that have common features, while keeping enough margins to respect the local idiosyncrasy.

Signalling does not usually employ flashy resources to draw attention –that graphic manipulation that advertisement, for instance, uses– because its essence results from the message’s simplicity. Therefore, in order to get the maximum amount of legibility, it is mandatory to say only what is required, using as few elements as possible. Other languages such as visual arts or music can be expressed with a certain amount of ambiguity, allowing to subjective interpretations that may enrich their task, but “didactical graphic” [1] should discard complex decoding.

Of all the resources that draw up a good legibility, typography is essential for text interpretation, as well as for spacing between characters, words and lines (kerning, spacing and tracking). Legibility is also about perceiving the letter’s particular features [2]; its graphic anatomy, so to say.

2 Style Guidelines

Signs –arrow and pictograph– will be defined by means of typography through formal affinity links. The immediacy of reading is the main aim, and empathy comes second as identification stimulus, because it helps “textual legibility” [3] to be more receptive and therefore more efficient (quoting Eric Gill, “eventually, in practice, legibility comes to what one is used to”). Due to that, defining the typographic family involves an engaging task of searching and analyzing, extremely important in the subsequent development (graphic construction in concept prototypes).

Style guidelines must be assessed not only by means of the superficial aspect, but also by the correct choice of materials, the optimization of the constructive process and the way in which we solve the given necessities, with economic, visual and environmental rentability criteria. It begins with catalogue designing –typeface, signs and colour– before developing the remaining issues, that will be implemented bearing in mind the system’s wholeness, structured from a linguistic code in three essential levels:
• Pictographs. Graphic, non-verbal forms that symbolize a message linked to the world of perception, through a visual sequence.
• Ideograms. Graphic, non-verbal signs that symbolize ideas and are conceptually autonomous, without the need of using letters (verbal language).
• Phonograms. Graphic, verbal sounds, composed not only of visual expression but also of phonic expression with articulation of speech sounds.

This is a synthesis of the evolutive scheme that G. Blanchard describes on “the systems and main elements of graphic notation” [4], thus establishing a path that goes from the world of perception (protographs / pictographs) to the conceptual world (ideograms / logographs), and finally to the verbal world (phonograms: alphabetic and syllabic writing); or else from drawing to writing, with a decreasing iconicity of the graphic form. This development defines the change from a mimetic formal thought to an abstract mental process that can be named: the word, a visual sign and at the same time, an oral one, the paradigm of the ultimate leap in human communication. At last: the phonic alphabet.

<table>
<thead>
<tr>
<th>ICON</th>
<th>IDEA</th>
<th>WRITING</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Pictograph</td>
</tr>
<tr>
<td></td>
<td>Ideogram</td>
<td>Phonogram</td>
</tr>
<tr>
<td>Graphic shape</td>
<td>Graphic sign</td>
<td>Graphic</td>
</tr>
<tr>
<td>Non-verbal</td>
<td>Verbal</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Evolution of the linguistic code through the graphic form

Focusing on the design development that we are talking about, we can use a graphic catalogue –whose construction will be explained later– as an example within the evolution of representation from perceptive to conceptual and verbal (fig. 1). It is important to previously recall those aspects, to better understand the use of semiotics while designing, because they are directly connected to the economy of signs and to a wider efficiency of the monosemous message (alphabet). N. Chaves [5] indicates a segmented typology of what he calls “institutional semiotics”, into the enunciation about the identification of corporate image:

• The linguistic element: the verbal part in a strict interpretation (language and paralinguistic codes).
• The semio-linguistic element: mixed semiotics, such as the personal act that includes, for instance, oral language and dressing codes.
• The semiotic element: “pure” semiotics (art, scenography or decoration, strictly speaking).
• The semio-ergonomic element: “impure” semiotics (architecture, equipment).

The interpretation of a visual system composed of a series of graphic elements, whose relation between them, among other combinations, relies on visual resources such as outline definition, colour contrast or texture, arrangement in an enclosed space, size scaling, and so on, and can end up being so complex that the only way to transmit a global message is to decode the ensemble as a “whole”; in order to achieve that, it becomes necessary to represent a visual associations’ code with its own meaning beyond the segmented perception of certain units. In consequence, the text necessarily has to take the role of an image, turning into what Vilches [6] labels “visual text” and into what Peltzer [7] assures: “texts can be images, just as a paper’s diagramming is a text in itself, because even if not a single word is read, there already are messages, meanings and senses in the header”, referring to newspaper designing.
• Degree of solidness: the chosen typeface, as the other elements of the catalogue, must have a firm hue.
• Visual hierarchization: assignment of different reading levels to a complex, abstract system, that can also include maps and graphics, that sometimes can be comprehended at first sight and other times only when the reader comes closer.

SIGNIFICANCE
• Formal empathy: can be understood as the mental and affective identification with visual features that, in this case, transmit warmth: reading will be easier if the observer gets an amiable feeling.

Once the typeface is chosen, we do a deconstruction of the letter E to obtain an arrow, a process derived from a phonogram to diminish a symbol’s neutrality that, in the regulations, lacks of any relevant meaning. A deconstruction to “destructure or decompose, even to disintegrate the structures that hold the conceptual architecture of a given system” [13]. In that way, the designing activity ceases to be merely a bad translation of existing, impersonal elements, and becomes a truly creative process through an authorial graphic language, committed to the components: the alphabet’s formal expression enlarges its visual values beyond exclusive interest for geometric clarity. As any visual element has a meaning in itself, and as this meaning implies a specific order through integration and separation laying-out principles, every message carries with it an interpretation process, more or less complex, in two levels: denotation (to mean objectively) and connotation (an expressive feeling, in addition to its literal or primary meaning).

The designer is the one that minimises perceptive time as much as possible, and because of that, when deciphering the information shown in an orienting sign, the stressed features should be the ones related to denotation, because it is not a persuasive message as happens in the advertisement area, for instance. However, due to the observer’s heterogeneous profile, this fact does not collide with the intended use of a determined using of a certain extent of connotation, especially when we are trying to design something meant to change the established practice, once the communication product has been tested to fairly rate the emotional response that the public reveals. Therefore, aesthetic has a primal importance in how the message stimulates, conditioned by its contents, the context where it is applied and the user to whom it is addressed.

We start with the typeface specified in the signalling manual of the Canarian Network of Protected Natural Landscape [14], **Switzerland Narrow Black**, which was selected because “it offers an easy reading, with an appropriate and well-proportioned structural rate of curved and straight lines, and because it is a relatively new typeface, quite extended and free from semantic connotations”. From this statement, we can assume there is a lack of interest in getting an emotional answer, as if the goal was to design something as aseptic as an aspirin box or a users’ manual, without taking into account the natural location as a media for expression. It is all right to have legibility as the main premise, but it is not enough in itself to configure a visual system that encourages the user to enjoy spending a day outdoors: the contemplation of the site allows to benefit from the creative resources, combining flexibility with efficiency, because many of our everyday decisions are originated by emotions and we can not discard them, because concepts such as utility and usability would then be incomplete.

The act of communicating requires, therefore, a good amount of complicity because, according to Jordi Pericot [15], “the public personalizes the meaning of the statement and becomes the co-author of the locution”. Consequently, it involves two people and it is not advisable to keep a cold, distant attitude towards those whose attention we want to grab. According to Joseph Albers: when it comes to design, 1+1 is sometimes 3, which allows doubting that between form and function everything is function, when we really should say, at present, that “function can take any form” [16], without aesthetic being an automatic consequence of it. In the end, for a symbol to be effective it is essential for it to be remembered, apart from being recognisable; and, while respecting the formal synthesis that its value gives it, it is advisable to add some emotional quality to reinforce the visual information. For this reason, style also helps to identify the given image through the integration of a series of visual variables inevitably linked to socio-cultural and psychological factors.

### 2.1 Typography

Once the typeface has been chosen, we will build up the signs –arrow and pictograph– on criteria of formal affinity. Immediate readability is the main aim, adding empathy in a second level as stimulus for identification, because it helps typography to be more receptive and therefore, more efficient. Due to that,
Candara, humanist sans-serif like Calibri, was designed by American Gary Munch [20] exclusively for Microsoft, a fact that turns it into one of the newest typographies to hit the market (2006). Just as Berlin Sans FB, its strokes do oscillate (fig. 22), but it differs from it (fig. 23) in its sharp angles (fig. 24). Finally, the g’s ear and the Q’s tail are very expressive (fig. 25), and display more personality than the others (fig. 26, VAG Rounded Bold; fig. 27, Calibri Bold; fig. 28, Berlin Sans FB Regular).

All the aforementioned letters are legible even when small-sized, thus meeting the basic standards for legibility such as significant increasing of x’s height and the using of open forms, among which the ink-trap [21] varies in the meeting of straight and curved lines, that is to say, the degree of openness on the insides of the letter, as happens in the intermediate vortexes of the M (fig. 29, from left to right: VAG Rounded, Calibri, Berlin Sans FB and Candara). Calibri and Candara form an ample space, whereas VAG Rounded and Berlin Sans FB tend to close it, forming a thick union in the later.

Another aspect to bear in mind for a good legibility is, as A. Frutiger says, the thickness of horizontal strokes, because “the typeface Univers has, proportionally, thin transitions (= elegance, etc.), whereas Frutiger’s are a bit thicker” [22], thus alluding to his own typeface as being specific for signalling. Let us see a comparison with H, one of the letters he suggests to recognise the more characteristic features of a typeface (fig. 30, from left to right: VAG Rounded Bold, Calibri Bold, Berlin Sans FB Regular, Candara Bold and Frutiger Bold, choosing his own as a reference). In all of them, the transversal arm is slightly thinner than the stem, making up for our tendency to see horizontal lines thicker than vertical ones, though
in *VAG Rounded* all strokes look exactly the same. On the whole, the horizontal stroke is very similar in thickness, but the height can point up some interesting details: in *VAG Rounded* it is placed under the horizontal stroke, fixed in *Frutiger*; in *Calibri* it stays the same, in *Berlin Sans FB* it is slightly lower and finally, in *Candara* it is even slightly risen, something to acknowledge as a compensation resource: even when a horizontal line is vertically centred, the eye always tends to see it under its real position, due to a weight effect of typographic hue. Because of this reason, the horizontal stroke on the H must be placed in relation to the optical centre, not to the mathematical one, to make the lower space seem bigger (if we place the letter upside down and mirrored, maybe we can appreciate the difference better).

With the n, a letter that *Frutiger* marks as determining, we can draw another comparison, placing the typefaces in the same order as before (fig. 31). In one hand, we can see the transition in the shoulder’s connection to the stem (the shoulder is the rounded stroke on the n), from which we have traced the white triangle to make it visible enough. *VAG Rounded* has a small angle, *Calibri*’s is wider, but the top left start is straight—hardly there in *VAG Rounded*—, as opposed to *Berlin Sans FB*, *Candara* and to smaller extent, *Frutiger*, where the main stroke starts slightly sloping to the left. On the other hand, from these three *Candara* is the one with the wider base in the vertical stroke, something important as a leaning point, with a solid, steady feeling.

![Fig. 30. Thickness and height of crossbar compared to stem in letter H](image)

![Fig. 31. Transition and slope of shoulder and thickness of stem in letter n](image)

Letter o shows the curved stroke as an essential element of style (fig. 32, from left to right: *VAG Rounded Bold*, *Calibri Bold*, *Berlin Sans FB Regular*, *Candara Bold* and *Frutiger Bold*), and choosing once again the lowercase—whose balance in width is extremely important— we can appreciate that *VAG Rounded* has a smaller counter and in *Berlin Sans FB*, even if it is wider, its form is almost circular, inappropriate because the eye sees vertical strokes thinner than horizontal ones (we find the same flaw in *Futura*, for instance). *Candara* and *Frutiger* both have a counter whose width harmonizes with the strokes’ thickness, whereas *Calibri* has this feature somewhat unevenly distributed, but not as extremely as *VAG Rounded*.

Up to this point, and following the explained arguments, we consider convenient to turn down some of the typographies for now: *VAG Rounded Bold* and *Berlin Sans FB Regular*. Among other aspects we have mentioned, the first ends up being somewhat inexpressive, with barely modulated strokes, which results in a weaker legibility compared to the others; the later, even if it does not require a bold style to be valid for signalling, has an Art-Déco origin [23] that lingers someway in its style (this feature is patent in letter k’s tail, fig. 21).
The minimum scale of the arrow when compared to the typeface is determined by the sum of E’s stem plus the descendant (under the baseline), defined by the lowercase descendant (fig. 56). It is not the ideal proportion for both elements, so we recommend enlarging the arrow to increase consistency. Finally, we display the different ways to point out at directions (fig. 57).

Fig. 56. Minimum scale of arrow compared to typeface

Fig. 57. Arrow orientation

I would like to emphasize the union between terminals and stem, adding a characteristic feature that appears in the chosen typeface for this study, helping to further reinforce, if possible, the integration of both elements (fig. 58). On the whole, the structural tension tends to concentrate at the vertex (fig. 59), following the strokes in the same direction while they narrow, something which favours a more dynamic character of the arrow, that gets more emphasized by the modelling of the stem when getting to it, built by an angle of 90°; because if the arrowhead is too obtuse it does not flow and if it is too sharp it vanishes; it is formed by three strokes to make the shape look more open, as we can appreciate in Candara, without the need to use an equilateral-triangle-shaped arrowhead which may cause, in this case, an excessive stain.

The final result avoids this strongly urban, impersonal appearance that is a feature of the arrow in Switzerland Narrow Black according to the regulations (fig. 60), with a greater feeling of stability in some of the turns (fig. 61).

Fig. 58. Intersection feature

Fig. 59. Structural tension

Fig. 60. Style juxtaposition

Fig. 61. Formal stability of the arrow
2.2.2 The Pictograph

We already have the typeface and the arrow, so the pictograph should follow the same guidelines to get a homogeneous catalogue that, without being too uniform, allows the immediate perception, as opposing to other kind of messages that intentionally look for a contrast and variety, especially as a graphic method in advertisement. According to Joan Costa, “designing pictographs always implies a process of progressive abstraction. From the complexity of a real scene or action, the designer takes the most significant elements in their minimum amount, to get the most of information and expressivity through them” [45]. This is, in a nutshell, the process I will carry out in the creation of, at least, six diverse pictographs, as a style guideline that can be applied to the rest. The concepts I intend to represent are: Church, an architectural element, Ladies/Gents (public toilets), in order to integrate a set of human figures, Drinking fountain, a standard location for the visitor to take a break on his or her way, and Picnic area, a zone adapted for resting and eating. Besides those, mentioned in the regulations, we shall add two more: Video and Audio, that refer to audiovisual material for guided tours and interactive maps: nowadays, it is possible to get an earpiece with a MP3 player and films with a built-in GPS navigating system, storing files downloaded from a webpage as additional information. The first pictograph works as a standard to explain the creative process: the lineal outline is built on a mesh following regular proportions, the other part is completed by mirroring the drawing and, finally, we apply a selective modelling keeping the anchor points (fig. 62). The composition is balanced by a symmetry axis, synthesizing the form until we are left with two basic elements that define a church: a cross –more accentuated than the former one– and the double door, quite wide, so it does not get mistaken for the single doors we usually see in private homes (fig. 63). We already have a defined catalogue: typeface and symbols –arrow and pictograph– with a homogenized, open-form style that help its visual configuration (fig. 64). The resulting graphic language can blend with natural surroundings with that kind, familiar feeling that Eric Gill suggests as a legibility resource.

Fig. 62. Building the first pictograph: Church

Fig. 63. Comparing the old version (regulated) with the newly created original

Fig. 64. Basic proposal of original catalogue
Following the same guidelines, letters i and n produce the pictograph *Gents/Ladies toilets* (fig. 88). In *Drinking fountain*, it is letters b, V and L (fig. 89). In *Picnic area*, it is letter T that forms the pictograph (fig. 90).

![Fig. 89. Drinking fountain](image)

In *Audio*, letter O is used to make the headphones’ bow and, because the letter is not symmetrical, it has been counterbalanced in the final result (fig. 91). In fig. 92, *Video* makes use of letters H and o (the later keeps its asymmetrical feature).

![Fig. 91. Audio](image)

![Fig. 92. Video](image)

### 2.2.3 Colour

For direction and route-pointing signs, it is recommended for the colour of texts and pictographs to be the same: monochrome and, if possible, plain black (or a very dark hue). The background should be in a clear hue –not necessarily white–, but the resulting combination must have enough contrast to avoid affecting the legibility too much. The category of place will have its own colour, according to the regulations; a
Fig. 96. Sign of the B/B.1 type (proposal with original logogram)

Fig. 97. Sign of the B/B.1 type (regulations)

Those two examples define a series of basic guidelines that can be translated to the rest of the typology. In any case, the best proof is to create a final prototype in 1:1 scale and evaluate its efficiency by testing it, for instance on a group of no less than five people with heterogeneous profiles of age, height, gender, education, etc. It is advisable to build the sign in a variety of materials, in order to try its level of acceptance in different finishes; besides from that, its location should be in situ, that is, in the very landscape, if we want to get an optimal analysis through its integration in the background for which it was created.

The graphic construction of the two models is explained in figures 98 and 99. Their template has been generated from a = 7 mm. module, also crucial to develop the remaining typology. The use of that rule must serve an optical arrangement that can be adapted to the message’s different formats and targets, avoiding the mechanical implementation that restrains the natural order of the elements, with the subsequent impact on information (visual perception is especially guided by a logic of forms, independently of mathematical rules).
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1 Introduction

With the introduction of the iPad by Apple Inc. we see not only an unexpectedly high amount of devices sold, there is also a wave of new tablet devices coming into the market from other companies. All these devices, including the iPad, are marketed as eBook readers and the expectation that they will revolutionize the reading and publishing landscape is widely held. By far not the first revolution of text as an essential component of human culture, it might be a revolution that will show lasting effects on how we read, write and share written knowledge. We witnessed similar revolutions induced by digital technologies in the music and in the film and television businesses that fundamentally transformed the nature of the two industries and the audience habits [1] [2] [3]. In both cases the combination of easy to use personal playback devices as well as content distribution enabled through the Internet changed how people consume music and films and how they conceive of ownership of the media they consume. These fundamental changes originated out of an amalgamation of accessible technology, appropriate interface designs and fashion. Bill Buxton gives a good analysis of the coinciding aspects in the success of the iPod, an earlier very successful music playback device [4]. We have a potentially similar situation currently in the field of digital reading devices in conjunction with emerging distribution platforms and there are indicators for a lasting transformation.

This paper will attempt an analysis of the current situation and construct from a media-inherent perspective what kind of transformation we will likely have to expect in the way we perceive text and how we work with text in a developing network-supported personal reading ecology. While the reception and distribution of digital texts is rather well established and accepted in the academic context [5] and in general information oriented reading, in literary reading there are so far no comparable standards or practices in existence. But it is the area of leisure and entertainment reading which very likely will be most affected by the recent wave of e-reading devices and the emerging digital distribution formats. For the purpose of our analysis we will briefly review the previous revolutions of reading, and in comparison with the changes in the music and film industry highlight the particular characteristics of literary reading that resisted so far a general acceptance and widespread distribution of digital reading. The paper will conclude with the formulation of a conceptual approach to rethinking the interface design of digital texts as a literary category. As an exemplification of the notion of the allegorical interface we will discuss two interactive projects that embody many of the aspects that we consider central to the literary approach to interface design discussed in this text.
So far, only for text was it not easily possible to come up with a seamless technology that could successfully compete with the established technology of the book. The energy required to power a display, the size of a display necessary to show meaningful amounts of content, the inability to match the ease of access and lightness of a book, all these obstacles delayed the kind of personal digital reading revolution that happened earlier in the other fields [22].

The main delivery formats for hypertexts were in the early stage CD-ROM media and later, with the proposal of the World Wide Web as a hypertext project in 1990, online delivery via the Internet [23]. Despite the WWW there was still tremendous expectation for the growth potential of the CD-Rom as the publishing medium of the future [24] [25]. Publishers obviously preferred the CD-ROM to the online delivery since as an encapsulated unit that could be individually sold in a way very similar to books it keeps the traditional business strategies intact. Even though these were new and revolutionary delivery formats they did not start as pervasive a transformation as was expected.

With the market launch of devices like the Reader from Sony or the Kindle from Amazon this situation began to change. Finally devices with long lasting batteries and a reading experience that could up to a certain extent compete with the book or deliver an acceptable alternative. The new generation of reading devices now comes with a fashion aspect, online distribution through dedicated stores, and efficient marketing so that we might see a noticeable shift over to digital reading in the near future.

3 The Reading to Come

3.1 Previous Obstacles in the Way of Digital Reading

One of the main questions is what do we have to expect from this shift and what will this future reading be like? For the first time after two decades of literary reading in decline, the statistical report of the National Endowment for the Arts issued in 2009 indicated a rise in literary reading in the United States [26]. Earlier NEA diagnosed the steady decline of reading due to a society more and more permeated by electronic communication and entertainment technologies. The reports did not make the claim that these technologies were the cause for the decline but showed enough correlation to suggest this hypothesis [27] [28]. The latest report from 2009 shows an inversion of this trend, indicating that there is interest in literary reading and from these findings we can conclude that a successful combination of contemporary communication and entertainment technologies and literary reading can potentially trigger an even stronger renaissance of reading. While in the field that we earlier referred to as ‘information oriented reading’ usage patterns for electronic access and distribution of texts are established, mostly the fields of newspaper and magazine reading as well as literary reading will be impacted by the emerging transformations.

For our focus on the field of literary reading in this paper it will be necessary to question why this field did not go through similar changes as information oriented reading in the earlier described transformations. The hypertext format was also used for the production of literary texts. Not only were there efforts to bring existing works into the new digital format, but also original productions for the hypertext format. The most ambitious effort in making existing texts available in a digital format is probably the Project Gutenberg, which started in 1971 and had a significant growth in 2002, claiming 30,000 items in the collection in 2009 (http://www.gutenberg.org). Other efforts besides those of commercial publishers such as Voyager’s Enhanced Books in this direction are the Internet Archive (http://www.archive.org), founded in 1996, and Google Books (http://books.google.com), which started in 2004. The production of literary hypertexts was more of a specialty for a limited audience. CD-ROM Publications like Michael Joyce’s “Afternoon, a story” or Shelley Jackson’s “Patchwork Girl” were often quoted by the hypertext research community but were published and distributed only by a specialized hypertext publisher. Expected to be the beginning of a new kind of textuality [12], digital reading did so far not make it into a general cultural practice with a significant established audience. The efforts on the side of lot of the publishers who were aiming to follow the revolution towards the eBook decreased and finally efforts to produce CD-ROMS were abandoned in the mid to late 1990s [29].

We can identify several aspects that are responsible for the lack of broad success of this medium. The discomfort of having to read on a computer, be it desktop or laptop computer with a heavy power supply versus a book that is independent, flexible and light is evident and will be remedied by current and future digital reading devices. The new devices make electronic reading more seamless and even go beyond the book in the sense that a single reader can store a large amount of books and thus reduces the weight of carrying several books in comparison with the printed book. Another point of criticism is the inferiority in
3.3 Towards an Allegorical Interface

A similar critical position has been developed by Espen Aarseth who distinguishes reading situations which require so called ‘trivial’ effort such as page turning etc. to experience the content of the text from what he calls ergodic literature, where “nontrivial effort is required to allow the reader to traverse the text” [38]. This distinction is useful to construct a notion of interfaces that work not as a metaphor for the device in which a certain experience is delivered but realize a form that is inherently supporting the experience, i.e., the content of the text. We would like to call this type of interface an allegorical interface. Allegory is a literary figure that expresses meaning in a way that is not formulated literally in the text. It uses language, images or other kinds of representation to express its meaning [39]. An allegorical interface constitutes a figurative or symbolic representation of one or more core aspects of the text that is experienced through this interface. As an interface for a dynamic medium the notion of allegory encompasses besides the visual and textual also procedural allegories, which we can conceive of as functional mechanisms consisting of a series of actions that the reader goes through while reading the text that express a certain aspect of the content. The approach of integrating the navigational mechanism and the interface design into the structure of the text experience is a goal that has been pursued in a similar way in the field of video games. This approach is often formulated with the idea of simulation as its core and developed in opposition to narrative and representation. Simulation is conceived of as a mimetic likeness, a functional model that shares behavioral aspects of the situation to be expressed [40].

Our concept of the allegorical interface does not follow this strong opposition and rather focuses on the aspect of representation as a more abstract structural form that becomes part of the structure of the reading process. The reading process can be divided into two parts, the visual scanning and decoding of the signs, which is strongly dependent on the materiality and layout of the sign material, and the construction of meaning, which uses an ongoing process of constructing hypotheses and verifying them based on the sign material in correspondence with internal knowledge [41]. The structural form of the text and the reader’s working through this structure is an existential part of the reading process, which is dependent on the medium in which the text is delivered and that accordingly has to be considered in its creative and expressive values. The term ‘allegory’ of course has a long history and a broad range of connotations. We are focusing here on the more literal sense of ‘figurative speaking’, which can, as Fineman elaborates, be seen as part of any literary structure [42]. The simulation approach as well as the concept of the allegorical interface are not mutually exclusive and can coexist as different attempts at re-formulating the reading experience in the framework of digital media. While the simulation approach does not actually focus on the reading process per se but the simulating action, the allegorical interface stands more closely in the literary context. But nevertheless it does not deliver the text as it was classically delivered in the printed book. Every translation of content from one medium into another necessitates changes in the structure and the form of experience of this content. In a by now classic way we have observed this in the process of adapting novels to the film medium [43] and in a similar way adaptation processes will be necessary here, too. It is impossible to think that we can deliver the same experience quality as in the printed book in digital reading devices, even though some of the implementations of page turning and page marking in current reading interfaces might suggest that.

4 Analysis of Examples

In order to exemplify the notion of an allegorical interface as it is proposed here, we are going to analyze two existing projects that have been realized as interactive literary works and presented as installations as well as published as interactive DVD-ROM publications. Even though these examples were made in a time before the significant restructuring of the reading ecology as outlined by this paper had taken place, they provide a valuable insight into the design strategies and conceptual considerations that we are considering a literary approach to interface design.

4.1 Case Study: An Interface Allegory for Remembering

As a first case study we will analyze the interactive project “Bleeding Through – Layers of Los Angeles 1920-1986” [44], which is the result of a collaboration of the media artists Rosemary Comella and Andreas Kratky together with the novelist and cultural critic Norman M. Klein. It was exhibited as an interactive installation at the ZKM Center for Art and Media in Karlsruhe, Germany, and published as a DVD-Rom.
28. Office of Research & Analysis, National Endowment for the Arts: To Read or not to Read (2007)
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1 Introduction

E-learning systems should provide an environment apt to facilitating the learning and teaching process. Therefore it is important to have usable systems with the purpose of reaching the educational desired goals. The learning environment and the learning materials are both designed on the base of a set of requirements from the areas of the technology and education [1], considering also the basic principles of Human-computer interaction (HCI), which provides a set of techniques and methodologies for the design of interactive systems [2] [3].

The e-learning system is essentially interactive, and therefore the interaction should be a key element for its design, mainly considering the needs and the profile of the users.

The term usability is often associated with the quality of an interactive system which is easy to use and learn. It is defined by ISO 9241-11 as the measure of how much a product is usable for certain users to attain specific goals with effectiveness, efficiency and satisfaction in a context of specific use.

Usability constitutes a key factor in the students’ acquisition of knowledge and skills in a satisfactory way. From an instructive point of view, the e-learning activities are meant to stimulate the educational process of the student, and therefore those activities should be provided for him, ensuring that they best match his learning style. The aim is to satisfy the personal expectations of the student and/or the appropriate ones for his/their education. In this concern, the user-centered design [2] is a philosophy of design, and a process where needs, requirements and limitations of the final user constitute the center of each stage of the design process. By involving the users in each phase of the project, we try to ensure that the final product will fulfill their needs and the required features, allowing in this way a positive learning experience for them.

The ISO 13407 establishes four design activities for the user-centered design: to understand and specify the use context; to identify and specify the user and the organizational requirements; to evaluate the designs on the base of the requirements; and to produce design solutions. Each stage presents the following features: they are directed to users (their experience and satisfaction); the model is directed by a user input, a substantial participation of the user (studies, experiences, feedback and motivation), the description and profile of the user, and the design of an interactive prototype (software engineering); then also various additional processes (often informal or non specified processes); and last, the learning evolution through the “trial and error method” [4].
On the other hand, it is necessary to consider three factors to determine the usability of a system: user, educational content and environment where the system is to be used. Where user includes the self-identification and the discovery of their needs and features; educational content includes the need to determine guides of design, techniques, and requirements that should be fulfilled, and then, the different aspects related to the content isolation and content visualization; the educational environment considers the identification of the requirements and features of the learning environment, the task analysis and the interaction design. These three dimensions assist to provide a complete view of the usable e-learning processes, with the characteristic of usability, and also to arrange the learning process in the user-centered design [5] [6] [7].

In this work, a global frame for usability and communicability specifications is proposed, considering the proper student profile, mainly his learning style and his collaborative group tasks, within the global frame of the user-centered design.

We would like to draw your attention to the fact that it is not possible to modify a paper in any way, once it has been published. This applies to both the printed book and the online version of the publication. Every detail, including the order of the names of the authors, should be checked before the paper is sent to the Volume Editors.

2 Collaborative Usability and Communicability

The teaching and learning virtual environments, also called e-learning, are computer science applications developed for educational goals. They are applications designed with the purpose of facilitating the communication between the users, mainly teachers and students, and are implemented in different modes: distance e-learning or a combined mode of distance and face-to-face e-learning (blended learning) [8]. Considering the e-learning goals and the range of possibilities that it provides, they should rely on features that are related to the approach of the design of user-centered systems [9]; besides they should be usable and should consider the features and skills of the users in the moment when they interact with the virtual learning environment and with the educational contents.

Usability (Nielsen, 1993) is a feature meant to establish the use facility in the user interfaces and is defined considering five quality components: learnability, or capacity of being grasped, efficiency, memorability or capacity of being remembered, avoidance of user errors and generation of user satisfaction.

In an educational context, where elements such as objectives and goals, instructional strategies, educational resources, contents, etc., are to be found, the usability is not a unique and intrinsic software feature, but also it should be defined within a use context, taking into account, among other things, the educational goals and the user expectations and motivation.

Besides, in this type of environment, when promoting group tasks in a collaborative mode, the students are prepared to allow the members of the group to have fluent communication and to exchange ideas and information between them, in a synchronous or asynchronous way, and also to facilitate the coordination, cooperation, and collaboration in activities development and conflict solving, with the aim of attaining the individual or group objectives. To summarize, the appropriate and characteristic elements of a collaborative system are: communication, coordination and cooperation [10].

To this purpose, collaborative usability is defined from the process perspective as the effectiveness, efficiency, and satisfaction with which a product allows the users to attain their specific objectives in a specific use context. And from the product perspective, it is defined as the software capacity for being understood, learnt and used by a group of users in a specific use context [11].

On the other hand, communicability is synergistically related to usability, even though they are totally different branches [3]. The usability responds to the information building and modeling from an interaction perspective, and conversely, the communicability responds to the information architecture as a base for the visual layout that expedites the recognition of the interaction elements.

In this relationship, an interface is considered to be an element related to the expectations of the user, which are important to consider [3]. It is said that an interface is considered by the user as something meaningful when it consciously articulates the efficiency of the visual stimuli to create a context which may be used as a communication channel. It also enhances the sensitivity of the user from the emotional connection that it generates, and at the same time it strongly and clearly communicates the use functions of the system. Therefore, the emotion has an important role in the interface design, creating a channel-like context, and widely improving the interaction. It is unreasonable to think of an interface design if at the same time the control of the stimuli is not considered as part of the communication goals.
existence and could perform an action over it, and *intuitive comprehension*, where the possible actions over the media object should be evident.

Finally, visibility and intuitive comprehension of the media object are designed to satisfy the user’s goal, and therefore media object interface in the learning process should be self-explicative, but should not necessarily give instructions on how to interact with media objects.

Besides, media objects should be descriptive in relation to other objects in the context, as well as with visual composition, to achieve consistency between the represented design and actions.

---

**Fig. 1.** Global model for quality specifications

---

### 5 Conclusion

A system with a poor interaction design, especially an e-learning system, cannot improve its usability by just changing the graphical user interface. Because of this, an apprentice user-centered model satisfies the usability evaluation previous to the identification and acknowledgment of the apprentice within a virtual learning environment, based on his learning styles and preferences.

Bearing in mind learning styles and certain aspects of group collaboration, the specifications for usability and communicability become a remarkable influence in the educational process, which in the future will make easier the system validation process, according to the fulfillment of the user’s expectations and needs.

Finally, a work plan for the e-learning project operation can be designed with a specification frame that takes into account appropriate instructional methods to benefit the group academic performance and software quality, based on early usability measurement.
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1 Introduction

Electronic commerce is a new way for computer users to shop. Its advantages are many -- choosing from an array of vendors and shops, making purchases without having to physically move from your desk, home, or office, or even shopping from anywhere at all thanks to mobile devices. This new way to purchase goods and services is very interesting for people with disabilities, since they can increase their personal autonomy without having to ask someone to accompany them shopping, or having to rely on others to do their buying for them. However, in order to make this opportunity really effective and efficient, on-line systems must be accessible and usable by all, including those who are obliged to interact through assistive technologies (e.g., via screen readers). Making eCommerce accessible and usable for a screen reader user means that she/he should be able to concentrate on the purchase, access all information, and finish the transaction in complete autonomy as well as security.

For blind people eCommerce can be a valuable tool for increasing their independence but it is necessary to analyze whether what is available on the market is really “open” to this user category. This chapter investigates the issue by considering the eBay platform, which is probably the e-commerce system most often used to make purchases online [8]; we aim to provide an overview of the main problems encountered by this particular user category in order to propose possible strategies and solutions.

In this chapter we first discuss characteristics of eCommerce, focusing on opportunities and problems for people with disabilities. We explore concerns regarding interaction using a screen reader, the assistive technology used by blind people, and also discuss a brief review of the literature in the field, with particular attention to users with special needs. Next, we report the results of an electronic survey carried out with 22 blind and 22 sighted users in order to understand the difficulties and obstacles they experience when shopping on-line, soliciting their expectations and suggestions for making the interaction simpler and more satisfying.

Next we analyze the interaction with one of the most popular e-Commerce web sites (eBay) simulating different user’s skills from different visually-impaired people. Simulation was carried out by three sighted authors and another who has been totally blind from childhood. Based on these results and on source code inspection, we will focus on a wide variety of navigation and interaction issues resulting from the lack of applied accessibility and usability criteria in the design phase. Accessibility allows users to explore web page content, while usability provides online users with simple, efficient, and satisfying navigation and interaction. Difficulties encountered during navigation and search must be distinguished from those encountered during a commercial transaction. Buying a product requires users to have clear, complete feedback on the correctness of the commercial transaction. This last step in online shopping can be considered the point when virtual reality ends and the real world begins; from that moment any action will have some consequence in real life since it is necessary to provide personal data and to use one’s credit card.
2 e-Commerce: Opportunities and Problems for the Blind

Electronic commerce is an extraordinary evolution of the normal procedures and features of classic commercial services. The web offers visibility to all, and allows anyone to act as a seller. Its strength lies in the possibility of reducing the cost of goods and the fact that their geographical location has no importance: an attractive website that offers a pleasant browsing experience can be enough to guarantee success. On the web, stores become virtual and one can move around browsing a vast quantity of products, though sometimes their alluring photos hardly coincide with the reality.

Recent studies show that although online shopping is not yet a mass reality, it seems strangely unaffected by the present economic crisis, probably due to its virtual aspect [9, 18]. When discussing strategies to make online shopping more popular, it is important to pay attention to the customer who wants to buy but finds the electronic process too difficult or unsafe. The impossibility of physically examining products before payment, the safety of an online transaction, communication (and preservation) of sensitive data (credit card numbers and consumers’ personal data) feeds customers’ doubts and fears [11, 26, 3]. It is estimated that the percentage of users who actually complete a purchase is about 5% of total visitors to an eCommerce web site. Usually vendors try to increase the number of customers by extending their visibility with advertising strategies, but acting on the reasons why 95% of customers are lost along the way could also be a winning strategy.

A study analyzing user interaction on eCommerce websites confirms that one positive feature is a detailed description of each product, since it increases confidence in the purchase and displays the seller’s professional expertise [10]. In the process of increasing richness of content, unfortunately vendors usually give greater importance to the visual perception of the web page; this meets the majority of user needs, but does not work for visually impaired people who need alternative ways of delivering the same content. eCommerce services are particularly interesting for the blind, who may have mobility problems and often cannot shop on their own. But a blind person who navigates the web looking for a product of interest cannot be captured by a particular visual rendering of the web site; she/he is interested mainly in finding accurate and timely information on a given product category in the shortest time possible, without being buried by a vast amount of useless information.

At the moment, many visually impaired users cannot interact alone with eCommerce websites and are obliged to complete their purchase with the help of a family member or friend. This shows not only that their experience of web navigation is only partial and limited, but also that the final operation, which is purely a procedural one, could remain out of reach to this user category.

Accessibility of eCommerce web sites is an important research topic but until now it has mainly focused on categories such as children or seniors and there has been no real attention to the specific needs of the disabled. The world of disabilities is heterogeneous, and studying principles of web design to allow easy use of the Internet for each kind of disability is very difficult. Nevertheless, many user studies suggest that totally blind users encounter more difficulty than people with other sensorial disabilities (such as low vision, motor or hearing impairments) when executing specific tasks [6, 15, 21].

In order to understand how to improve their interaction with a web page it is important to observe how blind people navigate using assistive technologies, and study the potential of these devices. Since blind users generally access the Internet using a screen reader and a voice synthesizer, an analysis of the page structure will be presented as it is interpreted by JAWS (the most commonly used screen reader in the Italian blind community [17]) and shows the difficulties encountered by either a novice or expert visually impaired user.

The screen reader is an assistive technology that interprets and announces screen content to the user. Mixing text and structure (links, tables, headings), a screen reader makes it difficult to interact with websites that have complex layouts and dynamic content (such as popular eCommerce and auction Web sites). To perceive page content aurally, sightless people usually interact via keyboard since vocal commands are subject to error and difficult to manage. For example, the most common element in a page of eCommerce is the table, which is the most complicated widget for screen reader interpretation and thus one of the most critical elements for the end user. Tables that seem very well-built if they are visually evaluated, but not well-designed in terms of accessibility, are incomprehensible to anyone who listens to the sequential exposure of its content. Poor usability leads to a potential loss of revenue for on-line companies and a missed opportunity to increase a blind person’s independence. Providing simpler, more understandable UIs would benefit all users and fuel the expansion of electronic commerce. The screen reader has many features that would be of great help, but unfortunately it requires a great effort to memorize complicated key combinations that are often difficult to execute in practice. For these reasons knowledge of the assistive technology is not and cannot be complete for most users, so the screen reader is still underused despite its potential.
advanced screen reader commands have problems using combo boxes, check boxes and radio buttons, especially since there is no easy way to move rapidly from one to another without special commands. To improve the survey’s usability we added an HTML heading tag to each question, enabling users to identify questions by moving from one heading to the next (or previous).

Among several different solutions, we chose Google Docs (http://docs.google.com/), the only platform offering fewer interaction difficulties (via screen reader), and also to learn how this kind of popular software could become a real work tool for blind people. The survey, physically stored in a Google server, was proposed to potential participants selected from institutional associations for the blind (that were involved in our previous studies), and contacted via open mailing lists of the visually-impaired communities.

Buying a product is very different from navigation and search: users require clear, complete feedback on the correctness of the commercial transaction. To learn what kind of feedback people need vs what they actually receive, we structured the questionnaire with multi-choice questions (with potential drawbacks) and text boxes for a free description of any difficulties experienced by users. We organized the questionnaire in sections (invisible to the user), each one investigating one user feature: characterization of the sample relative to genre, age and Internet knowledge; purchasing habits; knowledge and use of eCommerce; problems or general perception of user trust in economic transactions. Another optional section (only for visually-impaired users) concerned assistive technologies. The final section of the survey investigates the degree of difficulty experienced by users when filling out the questionnaire, in order to understand potential limits or misunderstandings and be able to correctly interpret user answers. A pilot test was performed with two users (one blind) to verify the questionnaire’s usability (comprehension, clarity, navigation via screen reader, etc.) and to refine the questions.

In the following we describe the results of the survey. To simplify reading, we discuss results first for blind and then sighted users, also highlighting differences and similarities between the two samples. We received a total of 22 questionnaires from visually impaired persons: 12 from the on-line survey and 10 in the Word version. The sample comprised 23% females and 77% males: 82% were totally blind and 18% visually impaired. The sample age is shown in Fig. 1.

5 Results: Blind Users

Regarding Internet and Web knowledge, the skill levels in the sample consisted of 59% intermediate, 9% novice and 32% expert.

A total of 77% of the sample uses the JAWS screen reader (88% of whom use v 10.0 or later). It is remarkable that 64% of the sample uses the screen reader only in basic interaction mode, without taking advantage of its advanced commands. The remaining 23% uses other screen readers such as Supernova and NVDA and/or magnifiers.

Fig. 1. Age of the sample of visually-impaired persons participating in the survey compared with sighted users

Concerning habits when buying goods, 32% of users buy basic necessities by themselves and 59% buy other items (electronic devices, clothes, household appliances, etc.). It is remarkable that only 14% of the sample habitually shops online. However, 86% of users seek information and evaluations before buying an expensive item, mainly using Internet sources (product info and user evaluations) and asking friends (64% and 59% respectively). Furthermore, 82% of the sample reported needing the help of a sighted person to carry out commercial transactions (involving money and sensitive data).
There is no doubt that the degree of experience affects the success of any task, both simple navigation in order to find information or buying an online product. Since we are unable to check on or ensure basic equal skills to every person (as it depends on family, social and economic aspects as well as on individual characteristics), when we talk about usability we intend “easy use” regardless of the degree of individual skill. A website is usable if it is usable for any user, including novice and differently-abled persons.

For people with disabilities in general, and especially for visually impaired people, any level of experience requires extra effort compared to someone with no disability.

Blind users are generally dependent on software and hardware equipment that they use every day; having to interact with the computer keyboard they keep only basic commands in mind. This contrasts with the tendency of screen reader designers to implement new features associating them with new keyboard shortcuts, increasing the amount of data to memorize and requiring additional cognitive effort.

6 eBay platform: A Case Study

This section describes what a blind user experiences when interacting with eBay, one of the most popular eCommerce web sites. The specific elements we analyze derive from feedback of people interviewed via the electronic questionnaire; these users almost unanimously reported problems related to navigation, such as unclear links, inaccessible tables, and inadequate information.

Method

The analysis was conducted using JAWS version 11.0 with Mozilla Firefox (version 3.6.10) and Internet Explorer (version 8.0). Any differences depending on the browser used will be described as they occur in the text.

The study of the website eBay.com (English version) was conducted by simulating the phases of searching for and purchasing a product, an iPod device. The user had to interact with various web pages in any single session. However, for our purposes, only one page per step -- the most relevant -- will be analyzed in detail. We used as many JAWS commands as possible, to better simulate a vast range of users, including the proficient. Although usability tests with blind people have shown us that the medium-level user frequently knows only a few screen reader advanced commands, we wished to give to each analyzed page "all possible chances", simulating the medium-level user but also the best case of interaction made by an expert user.

Accessibility and usability must provide the ability to easily access (not just access) any user interface (UI). For instance, having to use a strange combination of keyboard keys (often impossible for a human hand to press) in order to obtain adequate information, means that the UI is “poorly accessible”.

In addition to the screen reader we used the following tool: Firefox Accessibility Extension (Illinois Center for Information Technology Accessibility).

This tool is a browser add-on that provides several useful features. It virtually analyzes the HTML page and immediately provides information about the presence or absence of elements that allow the page to have a good level of accessibility: alternative text for images (alt or title attributes), descriptive information about the links, frames, tables, forms, etc. In addition it shows the web page layout in "small screen", allowing one to immediately see how the page would look on small devices, such as smartphones and PDAs.

Interacting with the eBay platform

Let us consider interacting with eBay to buy an Apple iPod. We have to open the main eBay page to search for what we need and to buy the one we like. In the following we describe the user interaction with the main pages involved in this procedure. For each case, we consider general characteristics when interacting with common JAWS commands, as well as cases when the reading is mainly sequential (Case A), made via Tab key (Case B), or through specific and advanced JAWS commands (Case C).

First page

Let us consider the first page available at the URL http://www.ebay.com/, which is shown in Fig. 5 (on the date of the study October 11, 2010).
The main accessibility and usability issues encountered in the interaction:

- Start and end of page indicator are missing;
- INS+F6 = This page has only one heading, the link to the chosen product;
- INS + F7 = link list: The same considerations as for the previous page

The details of the interaction using different strategies of exploration (A, B, C):

**Case A: sequential reading**

The reading follows the sequential order of blocks shown in Fig. 8. As for the other pages, sequential reading seems quite difficult. Unlike the previous cases, this time the page elements all seem to be correctly interpreted by JAWS that provides a detailed (but not exhaustive) description as it encounters them. For example, on this page there are six tables well-announced by JAWS, but once again reading their content is not easy, and due to the absence of appropriate headings, the user can be overwhelmed by an enormous amount of useless data.

**Case B: TAB key reading**

Up to the fifth block shown in Fig. 8, reading proceeds in the same order as in sequential mode (in this case there is no tabindex attribute). However, the rest (that is, the chart on the average price of the product at various times compared with ones derived from the auction and the section on product specifications) is skipped because it has no elements that can receive focus. A useful thing is that most of the links on the page, being "accessories" because the product has already been identified, are located at the end of the page and so they do not necessarily have to be read.

**Case C : Using different key combinations (JAWS advanced commands):**
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1 Technology vs. Exclusion

In order to understand what the ICTs (Information and Communication Technologies) represent to our times it will be enough to try to live without them for a whole day. In this moment where cell phones, computers, TV sets etc are a significant part of our daily lives, it is very difficult for a large section of the population to be able to conceive of not using these devices to perform habitual tasks. Consulting bank balances, publishing and offering products, paying taxes and invoices, also reading newspapers, are some of the multiple transactions that can be performed using the Internet.

“The Internet is not so much a tool as a new social space that restructures social relations” [1].

As a counterpart of the technological progress that a lot of communities enjoy, there are others that are technologically excluded.

It means a lot of people must go “personally” to the banks, government agencies, to publish, offer, sell or buy their products, or even know the news. It means too, a waste of time and money in traveling, employees answering questions personally, bank clerks attending clients in bank branches, and long, long queues everywhere.

Also the excluded people are excluded citizens too, because they cannot reach e-Government, e-Services, e-Transparency and, of course they cannot participate in their government decisions by using e-Democracy.

“The shift from a focus on a digital divide to social inclusion rests on three main premises: (1) that a new information economy and network society have emerged; (2) that the ICT plays a critical role in all aspects of this new economy and society; and (3) that access to ICT, broadly defined, can help determine the difference between marginalization and inclusion in this new socioeconomic era” [2].

Technology allows people to be communicated and to reach services, information and knowledge by the use of the Internet. That means, too that there are people who are not communicated to by the Internet, and also who are not able to get information, services, leisure and knowledge. Those people are technologically excluded and have to live their lives without enjoying a lot of technology’s benefits, being far away from the nowadays global society.

2 e-Inclusion

According to the European Community (EC), e-Inclusion aims to achieve that “no one is left behind” in enjoying the benefits of ICT [3].

Technology knowledge and use allows people being included in this world. Specially Information and Communication Technologies, that offer people to be “on line” with the world. That means not only chats or social nets, but also, e-learning, e-working, e-government, e-banking, e-commerce, e-business, etc.
6.3 Questionnaires Results

The survey form allows carrying out a lot of comparisons among the three belts. These comparisons address different subjects as: general knowledge level, computer science, economic issues, etc., in order to understand the situation in which each community is immersed. With the goal of showing the most significant results, the results concerning training and technology are shown. To be able to measure the technological gap some indicators belonging to different categories were selected:

Information Technology Knowledge: It is possible to highlight that in the three belts, a big part of the population declares that they don’t have any computer science knowledge, the figure increases while the distance from the first to the third belt grows. Figure 1, shows the population’s percentage with no computer science knowledge. In addition to the information shown in Figure 1, it can be watched that the highest percentage of inhabitants that declare to have excellent computer science knowledge, belong to the first belt, and is only 3%.

![Fig. 1. Population’s percentage that doesn’t have any Information Technology knowledge](image1)

Population that is interested in learning information and communication technology: inhabitants who answered that they don’t have any computer science knowledge, were asked if they were interested in learning it. The results show that in the three belts, more than 50% of the people want to learn computer science. Regarding the third belt, 75% of the respondent declares that they are interested in learning it. Figure 2 shows with a dark gray bar the percentage, by belt, of the people interested in learning computer science, and with a light gray bar, the opposite answer.

![Fig. 2. Percentage, by belt, of the people interested in Information Technology](image2)
takes into account the percentage of the population that considers distance learning as a great possibility of training, because there are few or none travel costs and the time for training can be choose by the trainee.

1. **Socioeconomic issues:** Although the questionnaire has several questions regarding the quantity of persons that lives in the family house, if they have their own vehicle and which kind it is, the significant questions, in order to determine the technological gap are oriented to technology. That’s why, the research is based in indicators such as if the person has TV cable or satellite service or only TV by air.

The figure 7 shows the graphic regarding items 1, 2 and 3. The x axis shows following the indicators that belong to the three items explained above:

- Percentage of population that doesn’t have any information technology knowledge.
- Percentage of population that doesn’t navigate the Internet to check their e-mail.
- Percentage of population that hasn’t done any information technology training.
- Percentage of population that considers distance learning as a great possibility of training.
- Percentage of population that doesn’t have TV cable or satellite service or only TV by air.

The upper line represents the result of the third belt survey where the deficiency percentages are higher. The lower line shows the same indicators, but shows the results of the first belt.

The area enclosed between the upper line (corresponding to the third belt) and the lower line (corresponding to the first belt) is the digital divide.

### 7 Proposed Solutions

Being aware of the digital divide that exists among different neighborhoods of the same county and of its meaning to the involved population, that applies to the whole country too as it is explained above, it was decided to train the most marginal communities.

So the proposed solution was to provide FREE TRAINING.

The training was going to be taught by the professors who belonged to the research team.

There were three ways of performing it: (1) Face to face training; (2) Blended training; (3) Distance training (this option was rejected because the trainees weren’t able to get, by themselves, available computers to practice)

The research team has studied several ways of delivering knowledge to those communities by means of free training in computer labs.

Regarding the fact that the people to be trained don’t have enough money to travel to take the classes, three possible ways of doing it were proposed:

- Training in Computer Labs belonging to schools placed in or near the trainees’ neighborhoods.
8.1.3 Learning Material

In parallel, three members of the research team were trained to teach radio lessons. In distance education, contrary to face education, the teacher couldn’t watch the students’ faces and expressions; they couldn’t ask questions of the students to check if they had understood the subject, or to check how quick they answer [11]. Also it is very difficult to teach about computers to students who had never seen or used one. That was the reason why some graphical material was made and delivered to the students through the high schools, in order to allow them to watch the material while the teachers explain them in the radio program. Figure 7 shows three of these graphical materials as an example.

8.1.4 Training Radio Lessons

The micro-programmes were developed twice a week during two months. Each one of the sixteen micro-programmes was made alive with the following structure:

- Brief review of the previous class.
- Title and development of the day’s class.
- Day’s class conclusions.

The lesson was developed in a pleasant environment were the teacher chatted with the programme’s host who made more interactive explanations.

Two telephone numbers were frequently repeated during the class: one for the students to call and ask questions, and the other to send text messages. All the questions that were received during the microprogram were answered alive in the discussion block. Three modules were developed: (1) Hardware, (2) Software, and (3) The Internet. Each of them had theoretical issues explained during the radio programme, also these issues were complemented with four practices, three hour long each one, fulfilled in computer labs.

Finally a final theory and practice exam was taken. Figure 8 shows the first page of each module. There were 11 pages in whole.

8.1.5 Training Results

As a result of the trainee selection explained above, 84 persons attended this first training experience. In order to reduce the quantity of trainees for each practice class and to perform a better monitoring of each one of them, three practice groups were built.
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1 Introduction

As observed in various studies, such as the work by Pendyala and Shim [1], people are increasingly relying on online services for managing their private and business activities. For instance, many private users are employing Web 2.0 services to manage their life schedules and to communicate with each other; e.g., consider shared calendars, e-mail, Instant Messaging services and social networks. Moreover, as far as business activities are concerned, recent project management tools, such as [2], adopt Web 2.0 services to support cooperation and resource sharing among mobile users. Furthermore, rather different application areas are resorting to the Internet, using Web 2.0 services to support user collaboration. For example, in the transport domain, car-pooling, car-sharing and other types of services are being integrated in Web-based portals enabling users to travel together and to manage their journeys in real time; e.g., see the iTour European project [3].

The online management of activities has obvious advantages, such as the immediate and ubiquitous access to resources and the possibility of interacting with co-workers, friends, etc., by means of synchronous and asynchronous communication tools. For instance, a document sharing service can be used to carry out collaborative editing work; a Web calendar can be used to provide other people with information about one’s schedules and commitments; an Instant Messaging application, or an e-mail tool, can be used to interact with other people either synchronously or asynchronously. However, each application works in isolation, without sharing any information with the remaining business services. Moreover, each application separately manages the user’s workspaces and collaboration contexts, offering a partial view on the state of such contexts, focused on the types of activity it is devoted to. Thus, in order to be aware of what is happening around, the user is in charge of inspecting such workspaces and merging them into a unified view which abstracts from the various application-oriented views.

As a practical example, let’s consider Mary, a woman with two children, who works in a place 2 hours away from her home and participates in a car-sharing initiative with her colleagues. At work, Mary is part of different projects involving distributed teams of people, who constantly keep in touch with her in order to carry out the assigned tasks. By managing her personal and work schedules online, Mary can check news from her children’s school and from her travel mates at any time, using a smart phone. Similarly, she can check the state of the tasks assigned to her at work and monitor the progress of her shared documents from any place. However, how many different applications does she have to use for these purposes? Also
However, they are developed as closed environments, assuming that users employ a pre-defined set of business services for their activities (e.g., document sharing alone).

As a matter of fact, the Web 2.0 and cloud computing [15] support the development of open service clouds which integrate heterogeneous services in order to manage, e.g., customized collaboration environments satisfying the needs of specific user communities. Our goal is thus to develop an awareness support service which can be used in this new type of environment. In this perspective, two main challenges have to be addressed: the first one is the integration of the workspaces managed by the business services [16], in order to provide the user with a unified, structured view of her/his activity contexts, which replaces the application-oriented perspectives offered by individual business services. The second challenge is the integration of the awareness information generated by such services into a unified stream, reflecting the user’s interests and priorities, in order to reduce the information overload and the interruption effect.

Figure 1 describes the approach we propose in a pictorial way. Rectangles represent the awareness support tool and the applications that are integrated in the collaboration environment (Business app1 and Business app2). Ovals represent the collaboration groups that have been defined in the environment (g1 and g2). Faces denote users and are associated to collaboration groups by means of plain lines. As shown in the figure, the awareness support tool keeps an explicit model of the users’ collaborations. Moreover, it absorbs (see the plain arrows) the awareness events generated by the business services that are integrated in the collaboration environment, while users operate on their user interfaces. The collected information is then presented to the users in a holistic way (thick, dashed arrows), by merging the event flows generated by services and by administering them according to personalized notification preferences. In particular, the tool supports the filtering of irrelevant notifications, thus reducing the information overload on the users. For readability, the figure shows a very small collaboration environment which integrates two business applications and is used by a collaboration group (g1) composed of three users; one of such users also handles a private activity context which does not include any other participant.

3 Principal Contribution

3.1 Our Awareness Support Framework

CONRAD is an awareness support framework for open service environments. It acts as a mediator between the user and the business services, offering a single interface for the visualization of the awareness events and for the selection of personalized notification management policies. Specifically, it includes a Notification Manager tool which:

- Handles a Web-based awareness space that is organized as a structured workspace for accessing the awareness information concerning the user’s collaborations.
- Enables the user to select the information to be conveyed as notifications, regardless of its originating service, by specifying personalized notification preferences.
4 Related Work

To our knowledge, the NESSIE awareness management environment is the first proposal of a generic [24], extendable awareness support infrastructure to be applied in open environments. In that work, the user can define notification filters based on event patterns (similar to current e-mail filters), but the user’s activity contexts are not modeled. In comparison, CONRAD synchronizes business services with respect to the user’s contexts, so that the event classification can be done in a more precise way. Moreover, it enables the user to correct the classification of events in contexts, in order to repair the errors made by the system.

Atmosphere [25] introduces the concept of contextual awareness to relate objects and awareness events to contexts. However, it forces users to explicitly select the contextors representing their intentions while they perform actions (e.g., “final review” of a document). Differently, CONRAD bases the representation of the users’ intentions by relying on task management, which has been recognized as an important feature for the organization of various collaborative activities, among which distributed collaborative writing.

Many groupware and project management tools (e.g., Project View IM [26], ActiveCollab [13], TeamWox [2]) support a project-based organization and filtering of notifications. In comparison, CONRAD improves notification management by filtering notifications on the basis of the activity context in the user’s focus of attention. Moreover, CONRAD is based on an open architecture supporting its integration with heterogeneous services, while most groupware and project management environments are closed. Concerning notification management [27] propose the bounded deferral approach, which defers low-priority interruptions and computes the priority of the interruptions on the basis of a set of a-contextual features selected by the user; e.g., the messages from my boss have high priority. In comparison, CONRAD handles notifications on the basis of their context, as this might strongly influence the relevance of a notification; e.g., the messages from my boss might be relevant only if they are about work. Of course, the context-based filtering of notifications might be complemented with a feature-based selection in order to support the development of finer-grained notification policies.

5 Conclusion and Future Work

This chapter has presented the CONRAD framework for the holistic management of awareness information in open service clouds, integrating heterogeneous collaboration services. This framework provides a solution for enriching open collaboration environments with a flexible support to notification management and group awareness.

The main feature of CONRAD is the explicit management of the user’s activity contexts and the consequent classification of awareness information. Thanks to this feature, awareness events can be grouped by context and presented in a Web-based awareness space supporting multi-faceted search. Moreover, notifications can be delivered to the user on the basis of fine-grained notification policies, which take the user’s activities into account, e.g., by privileging the information related to her/his current activities and filtering out the other events. The notification policies offered by CONRAD have been proved to reduce the detrimental effects of interruption, while giving the users useful information for catching up with what is happening in their collaboration contexts.

In our future work, we plan to extend this framework in order to improve the presentation of information in the awareness space, introducing new opportunities for the user to personalize it (e.g., by introducing presentation policies for the awareness space). Moreover, we plan to investigate in detail privacy issues [29], in order to support the specification of individual privacy preferences for the management of the awareness information. Currently, standard policies are applied, which constrain the propagation of user information using the user’s collaboration groups as access lists for such information. However, more specific policies might be envisioned in order to tune the collection of awareness events from business services (e.g., by shading details), or to introduce specific constraints on the propagation of information within a collaboration group.
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Abstract. An analysis of the photograph must begin by understanding those key elements involved in its realization and apprehension. This needs to be so because of the many of the aspects that come into play with digital that are rooted in the basics of the photographic device itself. Beginning from established ideas and unquestioned generalizations only leads to a superficial and simplistic debate. Such is the case of the known relationship with the real. This paper begins with a critical analysis of the principles governing the photographic device and goes on to try to understand these, as the ensemble of operational and technical order elements that enables the production and dissemination of the photographic image. Subsequently the author discusses the implications of incorporating the digital model in the regime of photography.
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1 Introduction

Speaking at this time of the foundations of image generation may seem a trivial act of little use. There is widespread agreement about the principles and elements that come into play. But a rigorous analysis finds that the ideas set are a set of inaccuracies and reductionism that culminate in an overly simplistic conception of the photographic medium. This has contributed to making present expectations with respect to the photographic image unenforceable. I am referring to the idea, so often debated and ever-present, of aiming to match reality with the photographic record, which tells us that a photograph is a faithful record of reality.

If we have to propose something that defines the essence of photography, to define the specificity of the photographic image, unquestionably we will have to refer to physical-chemical processes/electronics that allow the recording or registration of certain optical signals; it is called photosensitivity. In the words of Schaeffer [1] it is a chemical printing, the chemical effect of a physical causality (electromagnetic). That is to say, a flow of photons from an object (and emission, and by reflection) that touches the sensitive area.

It's an impression that runs away through the presence of a physical intermediary (the photon flux, light) between the impregnant (the subject sets the scene) and the impression made on the photosensitive surface. It is a process that is established under the principle of projection: the image is the result of point to point correlation between the real object (the impregnant) and printing. Although this certainly is only an ideal, since it follows a series of physical phenomena that impede the exact correlation between a point-object and a point-image.

![Fig. 1. Relations and components into a photographic image](image)

For a better appreciation of the essence of the photographic device, we must remember that what we call today photography is the sum of a set of elements together to produce the image. Elements that are at times
Fig. 2. The history of two manipulations

The image of the left, titled Doisneau's Kiss (1950) is considered to be the most sold in history, with approximately 410,000 copies made. This was due to a history that was described for many years: this photo had been taken fortuitously by Robert Doisneau while he was seated taking a coffee with his Rolleiflex in his hand. The above mentioned photographer drove his chamber between the multitude that were walking opposite to him and captured for all time this beautiful image of a lovers' couple kissing passionately while they were walking in the middle of the crowd. This was the history that was known for many years until 1992, when two impostors said they were for the protagonists of this photo. Nevertheless Doisneau got angry about that false declaration, would reveal the original history clarifying that legend in the following way: the photograph had not been taken at random, but it was done by two actors who he asked to pose for his camera.

The image on the right, the “tourist guy” was an Internet phenomenon. Shortly after 9/11, an image surfaced on the internet, purportedly from a camera found in the debris of the World Trade Center. The image showed a man, dressed in a wool cap, heavy jacket, and backpack, standing on the observation deck of the World Trade Center. Below him a jet plane can be seen flying towards the building. Because of its closeness and low altitude, it seems certain to collide with the tower. The picture purported to be one taken mere moments before the attacks on the World Trade Center began. The first person who claimed to be the tourist was the Brazilian businessman José Roberto Penteado. When Penteado started to get media attention, including an offer to be in a Volkswagen commercial, a 25 year old Hungarian man named Péter Guzli came forward as the real tourist. Guzli said however, that he did not want publicity and did not release his last name straight away. Guzli took the photo on November 28, 1997, and was also responsible for the initial edit. He edited the image for a few friends, not realizing it would spread so quickly across the Internet. He first provided the original undistorted photo and several other photos from the same series as proofs to a Hungarian newspaper. Later on, the show Wired News examined the evidence and confirmed that Guzli was the real “tourist guy” (Source: Wikipedia).

4 The Digital System

Digital, a priori, does not point to the symbolic systems produced with the image, but rather a way to treat the image in order to enable it to communicate in a particular scheme or context (computer processing). If we think carefully about this phenomenon, we conclude that it essentially consists of a metacoding of representation [9]. That is, the coding imposed at the time to organize a certain number of signs to produce a representation, there is another that takes place in a different plane. The essential quality of this coding technique does assume the role of support. Like a photograph or drawing using a physical medium, the role-enroll in the analog signals –continuous modulations spots– that make possible the very existence of the image. The fact that the same image—a photograph—can have a physical life on an analog medium and another on digital media leads us to think erroneously that the metacoding to be submitted at the time of migration from one medium to another is neutral.
Fig. 3. Metacoding of digital system

The technological paradigm shift accounted for photography a time of crossroads, for some time it was thought that the incorporation of digital processes meant a break, being any image, even be the result of a search, outside the boundaries of photography. The coexistence of silver photography and digital photography led to, with the help of successive developments, a transition that has concluded that this last has assumed the former uses of traditional photography. Thus, it remains a milestone in the technological evolution of the photographic medium. So the registry values, of truth, of memory, of file, of identity, of fragmentation, etc. that had underpinned photography ideologically in the twentieth century are transferred to digital photography.

However it opens up new frontiers in digital image, as this not only can reduce to its visibility. It is indebted to processes that produce and the thoughts that support, and it is here that it confirms a change of nature, which is clearly oriented towards the virtual. And as stated by Fontcuberta [6] it is logical that also: every society needs a picture to your likeness. The silver photograph brings the image of industrial society and works with the same protocols as the rest of the production taking place within it. The materiality of photography silver regards the world of chemistry, the development of the steel and rail, the mechanization and the colonial expansion encouraged by the capitalist economy. In contrast, digital photography is the result of an economy that favors information as a commodity, capital opaque and invisible electronic transactions. It takes the language as a material, the codes and the algorithms. It shares the substance of the text or sound and can exist in their own distribution networks. It answers to an intensive world, to the supremacy of the dizzy speed and to the requirements of the immediacy and globality.

4.1 The Immateriality

When Sonesson states that when considered as an image, a computer image has something of a paradox its surface is not easy to find, we are pointing to one of its most unique particular specificities. Digital, such as the linguistic message or video electronic image shows up only at a given instant, so brief and localized. This is so because of their immateriality, for lack of a reality-based in aggregates of atomic material. Also its virtual nature is made exclusively by information units in the form of signals that lack any isomorphism with the image represented. This special configuration is responsible for the versatility of the medium, hence its consideration as a meta-medium, by allowing messages placed within it in time and space. We find that the photography while it once occupied a place, we can now see that the support is not indispensable:if the image exists “the digital photo is an image without place and without origin, rootless, has no place because it is everywhere” [6]. In connection with this feature we found another: the inaccessibility of the human perceptual system. As always, the sign exists only when it is perceived.
Chapter 11

An Experimental Study on the Cognitive Characteristics of Modeling Notations

Özkan Kılıç, Bilge Say, and Onur Demirörs

Institute of Informatics, Middle East Technical University – 06531 Ankara, Turkey
ozkan.kilic@treasury.gov.tr, bsay@ii.metu.edu.tr, demirors@ii.metu.edu.tr

Abstract. The aim of the study is to investigate the diagrammatic reasoning and error detection strategies of conceptual modeling representations. Experiments were performed on a notation-familiar group with degrees in computer science related fields and a domain-familiar group with experience in simulated systems. The use of eye tracking and verbal protocols together with performance data underlines the error finding and reasoning mechanisms of the two different groups. The experiment reveals that the diagrammatic complexity and degree of causal chaining are the properties of diagrams that affect understanding, reasoning and problem solving within software engineering representations. A follow-up experiment with domain-free participants was undertaken to study the performances, the effects of certain diagrammatic properties and the effects of gender. The results show, independently from gender, that the degree of causal chaining positively affects error finding in simulation conceptual modeling representations while the diagrammatic complexity affects it negatively.
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1 Introduction

During the development phases of the lifecycle of software production, it is very common and almost compulsory for large systems’ designers to prepare diagrammatic representations. Developers in modeling and simulation application domain work with diagrammatic representations starting from the conceptual modeling phase. Simulation conceptual modeling is a branch of modeling and simulation. Some aspects of knowledge engineering and cognitive science can be applied to issues in simulation conceptual modeling. These proposals suggest that simulation conceptual modeling involves constructing representations of human knowledge from a specific domain [1]. Robinson [2] defines conceptual modeling as the abstraction of a model from a real or proposed system, which includes a simplification of reality. A simulation conceptual model is the simulation developer’s way of translating modeling requirements (i.e., what is to be represented by the simulation) into a detailed design framework (i.e., how it is to be done), from which the software, hardware, networks (in the case of distributed simulation), and systems/equipment that will comprise the simulation can be built [3] [4].

In simulation conceptual modeling, the representations play a central role of communicating, understanding and specifying requirements. However, few studies have been performed to reveal the cognitive properties of conceptual modeling representations. Although, a limited number of studies have been undertaken in a related field on the cognitive aspect and visualization of software development representations [5] [6] [7], most are checklist and performance based studies, such as number of defects discovered within a specific period of time [5] [9].

This current study was based on the premise that using the methods of Human Computer Interaction studies with a cognitive outlook can elicit effective results. An exploratory and comparative study consisting of two experiments was performed to observe the effects of diagrammatic properties and the error finding strategies of the domain-familiar and the notation-familiar subjects in simulation conceptual modeling notations. In the first experiment, the aim was to investigate error finding strategies with respect

---

1 A model in this context is a static abstract representation of a system with its own assumptions and limitations.
2 A simulation is a digital implementation of a model over time that generates an artificial history of the modeled systems [8].
to expertise. The follow-up experiment was conducted to evaluate the effects of certain diagrammatic properties, the effects of gender on these properties and the error finding performances independent from the expertise domains.

The initial representations of the KAMA project [10] [11] were used in this study. The framework includes a process definition (method) for guiding the conceptual modelers and domain experts, a notation for representing the conceptual models and a tool for supporting the process and the notation. The experiments were held in the Human Computer Interaction (HCI) Laboratory of Middle East Technical University (METU). Eye-tracking, video and auditory think-aloud data were collected for the analysis of the participants’ error finding performance in simulation conceptual modeling representations.

In the first experiment, 10 domain-familiar participants and 10 notation-familiar participants worked on the representations of one entity state diagram (extension of the state diagram in UML) and three task flow diagrams (extension of the activity diagram in UML) from a military scenario. Although some studies report that experience and expertise improves software inspection or error finding in diagrams [5] [12], [13], in this study there were two groups from different expertise domains working on the same topic and with the outcome from two such groups have not previously been reported in the literature. Since one group is familiar with the software notations and the other group is familiar with the diagrams domain, the hypothesis was that there would be no significant difference in finding errors in the diagrams between the groups. It was also assumed that experience would improve error finding in both groups. A further supposition was that the success rates of the groups would differ with respect to certain error types.

In the second experiment, 24 university students worked on the diagrams of the motor vehicle tax law, debt collection and bankruptcy processes. In this follow-up study, the properties of diagrams, the effects of these properties on error finding and eye movement data, and the effect of gender on these properties were further investigated. These properties are defined as diagrammatic complexity and degree of causal chaining in this study based on relevant literature [13] [14] and findings of the first experiment.

2 Experimental Design

2.1 Background and Design

The human eye covers a visual field of about 200°, but receives detailed information, such as fixations and gaze durations, from only 2° [15]. Fixations are the rapid eye movements in which the gaze is directed to a number of foci to a specific area. Saccades are the most common way of moving the eyes in a sudden, ballistic way over a nearly instantaneous period of time [16]. Eye movements are considered useful for investigating the on-line cognitive process of diagram-based problem solving because eye movement provides problem-solving measures that solution time and accuracy cannot address [17]. Early studies show some evidence that eye movements can correspond to inference making [17]. Recently, eye movements have been used to identify the processes involved in problem-solving in geometric reasoning [18], reasoning about mechanical systems [14], insight problem-solving [19], arithmetic [20], and human-computer interfaces [21]. One study of insightful problem solving via tracking eye movements in relation to diagrams states that an initial period of purposeful problem-solving activity is followed by an impasse, a state of mind in which the problem solver feels that all options have been explored and he or she cannot think of what to do next [22].

Thought processes can be described as a sequence of states, each state containing the end products of cognitive processes, such as information retrieval from long-term memory, information perceived and recognized, and information generated by inference [23]. Obviously, one of the ways of obtaining the information is to ask people to “think aloud” and these reports are called verbal protocols [24]. The protocols collected during the duration of a task are called concurrent verbal protocols, which are considered to be the verbalization of thoughts, retrieved from working memory. Although some researchers debate the validity of verbal data, such as, whether it reflects cognitive processes adequately [23] [24], it has been widely used in many studies. For example, verbal protocol analysis has been used in research about process tracing [25], thinking and decision making behavior [26], computer-aided architectural design [27], user-interface design [28], usability [29], problem-solving [30], narrative writing [31], and diagrammatic reasoning [5] [32].

Verbal protocols give explicit information about the sequence of the items under consideration by the individual, and from this, the strategy being used is inferred as well as the contents of the working-memory [33]. The combination of eye movement and verbal protocols are useful for the analysis of cognitive
2.2 The Experiment

The participants took part in the experiment individually and each was given the scenario on paper 1 day before the experiment. Before a participant started to compare the diagrams on the screen of the eye tracking device, he was given a glossary of symbols used in the representations. The experimental materials were: the marksman state diagram, the stoppage removal activity diagram, the marksman mission training activity diagram, and the marksman mission ending and evaluating activity diagram. The diagrams appear on a linked web page and the diagrams’ verbal explanations were transcribed and given in a printed form.

In the follow-up study, the domain of the scenario was deliberately changed to remove the effect of the subject on the diagrammatic properties. The diagrams of the motor vehicle tax law, debt collection and bankruptcy and their scenarios are used in the follow-up study. When the experiment began, the participant started reading the scenario on the paper, compares with this the diagrams and tries to find the errors. If a participant is silent for more than 1 minute, he is reminded to continue thinking aloud. Demographic data is collected for each participant through an interview after the experiment.

After the experiment, the participants’ actions were categorized into segments according to the verbal protocols. The segments and the corresponding eye movement data were used in the tests.

2.2.1 Participants

After announcing that participants were required for an experiment on several non-public mailing lists, 10 domain-familiar and 10 notation-participants from the applicants were invited to the experiments with respect to their experience and expertise. The domain- familiar participants were all male military officers serving in the Turkish Armed Forces. In order not to introduce a gender variable, at this stage the notation- familiar participants were chosen from male candidates. The notation-familiar group members have
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Abstract. The wide adoption of small and powerful mobile computers, such as smart phones and tablets, has raised the opportunity to employ them in multi-user and multi-device iTV1 scenarios. In particular, the partnership between a personal device and a shared one provides two possible output screens. Then, one significant research issue is to balance the visual interface between two devices with advanced output abilities. How do the devices compete or cooperate for the attention and the benefit of the user? Most notably, how is multi-device interaction appreciated in multi-user scenarios? In particular, the standardization of HTML5 and the increase of cloud services have made the web browser a suitable tool for managing multimedia content and the user interface, in order to provide seamless session mobility among devices, such as smart phones, tablets and TV screens. In this chapter we present an architecture and a prototype that lets people transfer instantaneously the video they are watching between web devices. This architecture is based on two pillars: Websockets, a new HTML5 feature, and Internet TV (Youtube, Yahoo Video, Vimeo, etc.). We demonstrate the flexibility of the proposed architecture in a prototype that employs the Youtube API and that facilitates seamless session mobility in a ubiquitous TV scenario. In our research, we are exploring multi-device user interface configurations in the context of a leisure environment and for entertainment applications.
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1 Introduction

The majority of contemporary user interface systems consider a clear distinction between the input and the output devices. Indeed, the user interface systems in desktop computers, TVs, telephones, have usually distinguished between the input and the output devices. Smart phones and tablets are devices that don't consider this distinction. Moreover, the plentitude of devices enables the creation of ubiquitous computing scenarios [1] where the user can interact with two of more devices.

The remote control has been the most common way to interact with iTV. However, the popularity of mobile computers such as smart phones and tablets allow us to leverage the established way of interaction. A second screen could give the user more information and the possibility to interact, controlling, enriching or sharing the content [2]. In this work, we examine three alternative scenarios for controlling the content in a dual screen set-up and explore the respective evaluation methods.

Session mobility is the capability that allows a user to transfer an ongoing communication session like phone calls and media consumption from one device to another [3]. The concept of session mobility has been widely studied for mobile phone infrastructure but it hasn’t ever had a point of view from Internet TV. In this paper we make this new approach developing a programming framework and an architecture for Internet TV session mobility.

1 Interactive Television
3 Architecture Proposed

The main challenge is to build an architecture that lets devices transfer or retrieve any video content and the control of these at any time and from anywhere between them. Also, a way to transmit any kind of information to be shown on any device (e.g. social TV applications) is defined in this architecture.

Simplicity has been the priority of the definition of this architecture taking account three important features in it:

- Simplicity of Interoperability: It is known that the Web is getting bigger not only in the ubiquity of the services but also in the potential of the applications. The growth of HTML5, its standardization and the increase of cloud services make it possible to think that browsers will be the perfect tool to interoperate between any devices. Bring this functionality (session mobility) to the web to make it easier and simpler that the interoperability defined in related research based on IMS and SIP, specially at the time of bringing new services and applications to session mobility.
- Simplicity on Scalability: One of the technologies used in the architecture proposed is WebSockets. This technology provides bi-directional, full-duplex communication channels and it is designed for being implemented in web browsers and web servers. This condition makes it easy to scale any service implemented on it.
- Simplicity of Implementation: A Web framework has been developed taking the reference model of this architecture to sample some of the possible applications and services it may provide.

The proposed architecture should also fulfill the requirements of the following scenario: A four member family is watching TV in the living room. The two children are watching TV in their tablets because they don’t like what their parents are watching. One of the children wants to share what he is watching with the rest of the family. To do this, he just has to press the function “Extend TV” to transfer his session to the TV, the tablet of his sister or both of them. The session is transferred well in the frame that he was watching on his tablet from the beginning. When the session has been transferred, the TV remote controller or the tablet could control the video content.

The architecture assumes the following requirements:

- Internet Connection in any device connected.
- Browsers HTML5/Websockets capable.
- Video Content Server has an API to access and control the content at least.

Architecture reference model figure 1 shows the reference model with four parts clearly divided: Social Server, Channels, Video Server and Devices

3.1 Devices

It represents any kind of device equipped with an HTML5 browser. Each device can connect with WebSocket (WS) Server playing three different roles:

- Remote Controller: The device is connected to the channel to control the video played in other device.
- Screen: The device is connected to the channel to play the video in itself.
- Remote Controller and Screen: The device is connected to the channel to play both roles.

To do this, it is necessary to define a Javascript Framework to implement all the actions defined, taking account the role of the device: connect, play, pause, next_video, pause_video, show_information, extend_video, retrieve_video. Each role has a different GUI. These are basic functions; more functions could be added.
Two communications are possible:
- With the WS server to interconnect the different devices connected to the session.
- With the Video Server for the streaming reception and to send session information (with video server).

### 3.2 Web-Sockets Server (WS Server)

This is the manager of all the devices connected to all the channels and videos. The WS Server manages the session between browsers to transmit the required information for the devices and retrieves if the users connected to a channel can share actions and information.

### 3.3 Channels

Each channel represents a series of videos of different sources or not. It is referenced by an exclusive URI and devices can connect to this URI as the three roles mentioned before via the WebSockets. If the user wants to connect a device to the channel, he has just to enter the URL of the channel and select the role of the connection. Every channel retrieves video information from the video server.

### 3.4 Video Server

This serves the streaming to the devices of the videos asked for by the channels. Every Video Server must have an API to retrieve the videos to play for the device. The channels to access these videos will use a higher-level API developed in the framework.
• A PHP Framework has been developed to implement the WS Server functionality. The framework at the moment just supports Youtube Videos.
• A Javascript framework has been developed that implements the functionality of remote controller and player.
• A TV connected to a set-top-box based on Linux (SIESTA distribution2).
• A tablet with SIeSTA operating system installed (Figure 3).
• A special remote controller (Figure 3)

Fig. 3. Tablet with SIeSTA\(^1\) system and its remote controller

For this research researchers have proposed a GUI to test the ubiquitous concepts above iTV (Figure 4). There have been developed six TV functions in this prototype: Previous Video, Play/Pause Video, Next Video, Info, Extend Video and Retrieve Video. These two last functions make possible ubiquity transferring not only the video between devices but also the control. In the Figure 3, user ‘c’ has extended the video of the tablet to the TV and users ‘a’ and ‘b’ can also control the TV (this depends on the role of every user) and if they want retrieve the video to their devices.

Fig 4. Scenarios

4.2 User Evaluation

Dual-screen interaction might not be suitable for every type of television content. Actually, it might be rather suitable for some types of content, but completely irrelevant for other types of content. Although

\(^{1}\) SIeSTA system based on Linux
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Abstract. In the present work we present the strategies used from the formal sciences to transfer into the field of action many areas of the knowledge of the factual sciences through usability engineering. Additionally, the essential motives are enumerated through which social sciences have been the support of techniques and methods inside usability engineering. Simultaneously the patterns of this apogee and decay of a pseudo engineering are revealed, with the advance of the latest information technologies and interactive communication. Also a first diachronic and detailed analysis is made of the academic context in Europe and America which has boosted deviations inside the formal and factual sciences, with the theoretical goal of achieving an increase in the quality of the software and hardware.
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1 Introduction

One of the main goals of the computer marketing in the 80s was to meet the quality demands of the services that supply big customers, such as banks, big industries, city halls, universities, etc. [1] [2] [3]. At that time the terms used were less ambiguous and more straightforward than nowadays, because they talked about customers and not users or partners, for instance [4]. Those were times on which the big organizations counted on an internal computer department of their own, which took care of the purchase of commercial software for programming, managerial systems which could be modified and adjusted to their needs, hardware maintenance, etc. The high cost of the computer equipment forced the manufacturers of software and hardware to have a direct and practically daily contact with their customers, sometimes very widely spread in the local geography. Besides, the use of the internet at that time was focused on the academic or scientific field, but not on the commercial sector. Therefore, the firms had to resort to several mechanisms of the social sciences to collect data from their customers and reputation [5]. The explicit goal was to know the main problems they had in the use of the commercial hardware and software, and how to solve and prevent them. The implicit and essential goal was to keep a continuous cycle of marketing for the purchase of new products by the customers, such as updating of the operation systems, new versions of programming applications, new hardware, etc. [6] [7] [8].

The marketing of the latest technological breakthroughs has always needed a team of professionals who were external to the industries where these products were made for the promotion with business purposes. Those were diverse professional teams, but with an academic training in the social sciences, such as sociologists, psychologists, anthropologists, etc. Oddly enough, the same kind of professionals who were invited to work in interdisciplinary or transdisciplinary teams for software engineering during the 90s, with the purpose of increasing the quality of the products and services [9] [10]. Although in principle, these last three terms are used as synonymous in the context of educational marketing for the new technologies they have to be differentiated and require an in depth analysis prior to their use [11]. Sometimes this marketing hybridizes terms from the social sciences with engineering terms or terms regarding usability requirements in the evolution of interactive communication, thus creating real anti-models inside the sciences such as the expression “semiotics engineering” [12].
This is a serious mistake inside the context of science epistemology [13]. Making semiotics a subdomain of engineering contradicts the logic of the main international pioneers of this discipline, along the history of its evolution [14–18]. Oddly enough the origins of this non-scientific hybrid are to be found in religious private university teaching centres in Latin America. The purpose of such studies in America, Asia, Africa, Europe, Oceania, etc. is to get the highest economic profit from those students who are regarded as clients. Along the current research work it has been shown how in a myriad of cases the origins of these deviations inside the sciences take place in those non-secular university organizations. In these organizations the greed to get the highest profit is the shortest possible time and with the least scientific effort consists in constantly changing the curricula. The purpose of these changes is to constantly make educational offers to draw the attention of the future clients-students before the secular or public educational institutions. That's why one of the ways of evaluating the quality of the transfer among universities, businesses or industries and the research and development labs is to investigate the changes of the curricula of the universities before establishing cooperation lines with those organizations that only seek the highest financial profits resorting to all the instruments of marketing [19]. Evidently here we have a situation of imitating usability engineering [20] [21] in borrowing theories, techniques and models from the social sciences [22], but presenting them as something new because of the search of profit. In the example of semiotics engineering [23] the origins are diverse because although they have a component of research and development in the university context [10] [19], it has quickly been shifted to the computing industry sector. Therefore, it has been governed by other parameters, which at least respect the quality guidelines of software engineering and had a novel scientific basis such as was the context of the hypertexts, for instance. Now in both examples the problem posed by these deviations in the training and work market framework of the future generations of professionals is very high. The economic consequences may be high for the community, although a very small part of it, those individuals who prompt and boost deviations, quickly increases the personal profits or profits for the organizations to which they belong. Although these deviations may be detected and although there may be an intention to correct them, this entails that one or two generations of professionals will have knowledge and/or experiences in multifarious sectors without a theoretical foundation or with little practice which will turn them into professionals without a clearly defined working future in the society to which they belong.

This is one of the reasons why there is a difference between the public university teaching centres where students and professors do not have the latest technological breakthroughs at their disposal in contrast to those non-secular universities. However, the former are capable of generating curricula where the students of the early computing courses are capable of setting up and programming their own PC starting from the different hardware components. That is, inside a same city we may have students (not customers) whose average age is not beyond 22, with the electronics and computing knowledge to set up a desktop PC. Whereas at the same age we have consumer clients of great microcomputer or multimedia phone brands who are registered in computer science faculties, but because of the confusion that prevails in their curricula are simple users of commercial software.

Between both situations deriving from the university teaching centres and/or R+D labs there is the hybrid situation which is the most negative and prompts a greater distance within the epistemology of the sciences that was described before. These hybrid institutions are universities that have a secular status in their situation which is the most negative and prompts a greater distance within the epistemology of the sciences. Later on the structural metamorphosis and the systematic transformations in the secular, non-secular and hybrid education in the south of Europe is analyzed (the names of the universities like those who collaborate directly or indirectly in the destruction of the sciences have been either left out or modified in the current work by privacy reasons). Then we probe into the imbalances caused in the sciences from mathematics and in a special way the quantification of the obtained results. Besides, we outline the social and economic costs of these distortions inside the sciences, with a special focus on the southern region of Europe (figure 6). Some of the aspects examined is the set of disciplines which make up usability engineering in their origins and the evolution in time. A rhetorical question allows us to reason about the increase or diminution of quality in the use of the interactive systems in the last decades. Finally,
Once they took the positions of the pioneers in these avant-garde fields, the local collaborators wanted to get the utmost profit from their university degrees. That is, a PhD in as short a time as possible. Consequently, the phenomenon of the meteoric speed takes place in the cooking of PhD degrees in those regions. That is, engineers or graduates in physics, chemistry, mathematics, computer science, telecommunications, industrial etc., in three years and three more years for a PhD. In this way, a doctor in the public, private or hybrid universities could be 24-26 years old on average, when in countries such as France, Italy, Switzerland, Austria or Germany the average age was 30-32 years. The readers interested in this phenomenon can read the following bibliography [31] [32] which outlines how it is possible, across the three types of universities (public, hybrid and private) in a decade, to start from a first degree in anthropology, add a second degree in psychology, a master in audiovisual journalism, a PhD in telecommunications and a working curriculum in parallel of a managerial level in multimedia, usability engineering, tourism promotion and university teaching in the city of Barcelona. In the figure 1 are depicted each one of the stages of the real example in the imbalance of the sciences and their nefarious economical consequences in the middle and long term for the inhabitants of a community, regardless of their local, regional or national residence.

![Fig 1. Depiction of the imbalances among the sciences in the university training (a Catalan example)](image)

The university reforms from the ministries, science and technology secretariats, etc. of the Spanish state from the late past century and beginnings of the new millennium could not eradicate this phenomenon. The new technologies in computing and communication have spent many economical resources or European subventions but they have been managed by local and totally inexperienced staff, who work with a “cut, copy and paste” system. Originality, creativity, simplicity and universalism are not a part of their scientific daily practice [31].

Now, those who claim that those problems of scientific imbalances can be solved from the EU are wrong. The member states have not transferred their educational policy to the European capital. There are only some plans to achieve certain homogenization of the university studies through the interchange of university students (this is a very positive aspect) but towards a lower level in some of the member states, as exemplified by the famous “Bologna or Bolonia plan” [32].

5 The Poles of the Imbalances in the Sciences are Linked in Mediterranean Europe

In the following Italian example, we will analyze how an economic power with zero growth (during some of the last ten years [33]) also suffers from the imbalance of the sciences and specially within the framework of usability engineering, multimedia communication, the humanistic sciences and the training and education sciences (i.e., www.iulm.it). In contrast to the Catalan example, here the problems usually have their origin in the senior staff. They, after a series of failed experiences as consultants, trade unionists, system programmers, etc., find in the public or hybrid university field a kind of lifeguard until their retirement age.
presenting the very same final project for the degree in Italy, widening, modifying, translating it, etc. and present it as a doctor thesis in the Catalan university where he/she has paid the credits, for instance. In few words, with the prevailing parochialism in the mountainous areas of the European south, the “godparents” and “the miracles of scientific knowledge” are aplenty in Southern Europe, particularly since 1995 with the momentum of the Internet. Schematically, the stages of the current example can be depicted in the following way:

Fig 2. An example of the distortion genesis among sciences in the Lombardian university training

The two examples have made it apparent that the poles of the scientific imbalances tend to join over time because behind them is the parochialism in the universities. The economic and financial costs of these imbalances are very high for the survival of the societies, which although technologically developed suffer in silence and daily the loss of their quality of life, whether it is with millions unemployed or non-growing economies. The diachronic analysis has confirmed this reality. In both examples the interdisciplinarity of the sciences, the breakthroughs in the interactive systems, usability engineering, software engineering and the human factors have some common denominators among them.

6 Miscellany of Scientific Disciplines in the Origin of Usability Engineering

In late 1980, hypertext reading was about to make a great jump from the university scientific environment towards the commercial sector with the democratization of the CD-Rom support for the animated and static images, music, broadcasts, texts, etc. [35] [36]. It was the time in which the speed of access to the off-line databases made an interactive commercial product (hypertext or multimedia) be successful or be rejected by the users [37]. Besides, it was attempted to use to the fullest the capacity of the CD-ROMs resorting to the compression of the information for its storage and decompression for its retrieval [38]. Here is one of the fields where mathematics played an important role in those times. That is, generating algorithms to decrease the times of retrieval of the data, especially in the dynamic means [38] [39]. Some of those professionals attracted by the novelty of the commercial multimedia started to build scientific spaces, allegedly new for the whole of the computer science field. One of those was usability engineering [20]. However, from the point of view of design, interactive communication, the organization of the information in the databases, the cognitive models, etc., had nothing new in relation to the existing computer systems. The great breakthrough consisted in the capacity of data or information of the CD-ROM support and the non-sequential retrieval of digital content [35] [36].

Oddly enough, in the 90s the term “usability” was indistinctly used to refer to ergonomic aspects, inside and outside computer science. For instance, in Spain this deviation originates in many extra university organization in the South of Europe, whose main headquarters were or are in autonomous communities
such as Aragon, Baleares, Catalonia, etc. The purpose was the immediate profit of professors and researchers of the formal sciences to the detriment of real scientific knowledge. With the Internet they managed to create influential social networks which controlled opinion and the direction over the new technology of the mass media, especially in the digital version of the traditional communication media, that is, in newspapers, radio and television. It was in this way that the dynamic persuaders of the formal sciences broke in the year 2000 the horizontality of the Internet to generate authoritarian peaks or of limited access to the free distribution information [11]. Usability encompassed everything from the distribution of the icons in an interface down to the functioning of the classical can opener (main topics in University of Lérida and Catalan friends organization: Alzado, Cadius, etc.). Besides, the real pioneers mindful of the scientific principles were eclipsed from the on-line information networks that hid reality. We have an example in the following figures:

Fig 3. Publicity of the university summer courses from the first Human-Computer Interaction Lab in Spain (Barcelona)

Fig 4. Program of the university summer courses from the first Human-Computer Interaction Lab in Spain (Barcelona)

A university course that is promoted in print media gives away that it has been prepared with a lot of anticipation, especially in the field of usability engineering. That is to say, a course that promotes courses
for the summer 1998 means that two or three years prior to that it has been implemented in other university education milieus. Whereas in the website of the association (see Annex 1) they talk of an alleged scientific desert in the issues they handle. Consequently, five years after the pioneers, they portray themselves as a false oasis in the desert of usability engineering, human-computer interaction, interfaces, multimedia, etc., in the Spanish borders.

The systematic denial of the existence of pioneers in a national territory corresponds to a set of financial, political, sociological, psychological, psychiatric factors, so that the power groups gain power in the international relationships of the non-profit scientific associations. This greed for power in the scientific environment and perseverance in the persecution of those real pioneers has as its goal to participate in international projects obtaining great sums of money, and giving up after a short time the development or implementation of the obtained results.

That is to say, projects are financed in some places in the South of Europe which remain in the paper stage, stored in the files of city halls, autonomous governments, universities, businesses, etc. Here is the main reason why those who behave according to the ethical and epistemological principles of the sciences are sidelined.

The denial is made during decades, through allegedly non-profit organizations in Spain. However, they charge inscription fees to their yearlong members or having as the only businesses invited to the events they organize (conferences, symposiums, seminars, workshops, etc.) the great local bank or those state companies that have lasted through the decades thanks to the monopoly of the most expensive phone communications system from Lisbon to Moscow thus slowing down the advance of the Internet among the population [40].

In contrast those modest pioneers who have never got a local, national or international subvention can guarantee in a 100% the respect of the scientific rules.

Obviously it is unethical and unscientific to ignore the work made by modest people in the interfaces sector in Spain because they weren't born in Catalonia. When in fact they are real pioneers in that area of knowledge if a temporal and parallel analysis is made of those who falsely call themselves pioneers when in fact they are experts in “copying and pasting” the works of others [11] [41].

Here is one of the reasons why in Spain there are over 4 million unemployed (figure 6); the disastrous training of some university civil servants (professors and researchers) and the national sport some of them practice, that is, copying and pasting in Southern Europe, including the islands of the Spanish Mediterranean, such the Balearic Islands or or the European “economical motors”, for instance, Alpes Rhône in France and Lombardia in Italy [11].
that application was the focus of attention in the net until the commercial operation became a reality. Now, on the one hand there are the pressure groups, and on the other hand are the editorial heads. The latter should detect these pressures and deny them spaces in the mass media they direct.

9 Lessons Learned

The ease of use stated by Nielsen in the early 90s has been one of the essential principles in usability engineering. These principles have guided many international projects, with the goal set on bolstering the interaction of the users with the PCs. The goal was to get adults, adolescents, and children quickly acquainted to the fruition of multimedia interactive contents. Besides, the intentions that every potential user pursued had to be kept in mind at the moment of interacting with the multimedia systems, for instance, information, education, research, pastime, etc. However, one of the weak points of usability engineering in its origins was to establish a set of qualitative guidelines for the evaluation of interactive systems. There was only an adaptation of knowledge and experiences deriving from other disciplines, especially from the social sciences, software engineering, and interfaces design. The immediate impossibility of measuring the usability of systems stated by Nielsen damaged the establishment of accurate limits of the new discipline. In other words, in its origins the quality attributes, metrics, analysis procedures, models of design to be used in the assessments, the scientific profile the usability evaluators should have, etc. were missing.

Over time, the methods and techniques of heuristic assessment contained a wide range of knowledge in the fields of the interactive design, publicity, journalism, the fine arts, computer science, anthropology, sociology, etc., which has prevented having a single methodology of quality measurement. The avant-garde issues researched by usability engineering were related to the function of the technological evolution and the demand of potential users or clients, following temporary fashions with strong commercial purposes. Some issues of study (educational hypertexts, the tourism multimedia systems, e-books, on-line marketing, etc.) became the main axes of research, thus leaving aside aspects like the epistemological issues of the sciences. Now all those issues entailed a team work and prevented the formation of an ad hoc professional by the mentors and early followers of usability engineering. This new professional could solve in the most economical way the main issues that were started to be investigated in the domain of “usability engineering” for interactive systems looking at interface metaphors, the access times of the information stored in the digital supports (hyperbase), the internationalization of the hyperbases, the heuristic evaluations, the cognitive profile of the main users, etc.

In the south of Europe, the university and state studies of the new technologies took a long time to adapt the usability principles enunciated by Nielsen due to the incapacity or slowness in making up research teams. Simultaneously, the private and hybrid sector of the non-secular education treated the technology breakthroughs as a money source, even in extra-academic organizations that are theoretically non-profit. They found a novelty or a fashion in usability engineering. It had to be sold to their clients or students, using the resources available from educational marketing, to obtain the greatest benefits and without practically being interested at all in the scientific or educational aspect in the long term. Nowadays many of those former students who have paid significant amounts of money for degrees, masters, PhDs, specialization courses, etc., are included in the lists of the unemployed university professionals in Europe.

10 Future Lines of Research

The results obtained in the diachronic analysis make apparent the need of keeping on researching on the following issues:

1. Detecting and enumerating the techniques used by parochialism for the destruction of scientific progress, such as the cloning of professionals with temporary contracts, the use and abuse of “copy and paste” in the academic contents related to usability engineering, etc. Focusing the analysis on the non-secular or hybrid university institutions.

2. Researching more deeply from the point of view of sociology and Web 2.0 into the modus operandis of those organizations and individuals related to the new information and communication technologies which manage to exert a constant pressure on the traditional mass media.

3. Listing those applications that have arisen on a non-profit basis but whose main heads later on have sold them with time passing to the main international software and/or hardware companies.

Annex 1

Fig. 9. Promotion of university courses from the first HCI lab about the design of interactive systems

The first HCI lab was organized in late 1996 and early 1997, without financial resources but with diverse internal and external collaborators who covered the main areas of that time, from the point of view of the technological and the interactive design. The context where it was inserted was more logical at that time: multimedia engineering (Barcelona, Spain). The subjects that were organized and coordinated inside it were human-computer interaction, dynamic and static media, multimedia production, hypermedia programmation, computer animation, usability engineering, and models for multimedia system, aside from participating in seminars, masters, and continuous training courses, as it can be seen on figure 4.

Evidently, being pioneers in a technological area means directly and indirectly economic interests, and it is necessary to control them, inside or outside the educational institutions. To such purpose associations were organized, which, originating in the Catalan areas, have imposed their anti-educational model not
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